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Abstract—In this paper, we consider lossy mobile ad hoc networks where the data rate of a given flow becomes lower and lower along its routing path. One of the main challenges in lossy mobile ad hoc networks is how to achieve the conflicting goal of increased network utility and reduced power consumption, while without following the instantaneous state of a fading channel. To address this problem, we propose a cross-layer rate-effective network utility maximization (RENUM) framework by taking into account the lossy nature of wireless links and the constraints of rate outage probability and average delay. In the proposed framework, the utility is associated with the effective rate received at the destination node of each flow instead of the injection rate at the source of the flow. We then present a distributed joint transmission rate, link power and average delay control algorithm, in which explicit broadcast message passing is required for power allocation algorithm. Motivated by the desire of power control devoid of message passing, we give a near-optimal power-allocation scheme that makes use of autonomous SINR measurements at each link and enjoys a fast convergence rate. The proposed algorithm is shown through numerical simulations to outperform other network utility maximization algorithms without rate outage probability/average delay constraints, leading to a higher effective rate, lower power consumption and delay. Furthermore, we conduct extensive network-wide simulations in NS-2 simulator to evaluate the performance of the algorithm in terms of throughput, delay, packet delivery ratio and fairness.
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I. INTRODUCTION

MOBILE nodes in ad hoc networks are usually powered by battery with energy constrained. Hence, wise allocation of power is critical in wireless mobile ad hoc networks (MANETs) for both prolonging battery life of the mobile devices and increasing utilization of the scarce wireless spectrum. The aim of power control is to intelligently adjust the transmission power to the least that is required to send the data packet to meet the required signal-to-interference-plus-noise ratio (SINR) threshold and achieve the quality of service (QoS) goals in wireless channels.

Existing power-control schemes, either centralized, such as [1], [2], [3], or distributed, such as [4], [5], [6], [7]), always assume quasi-stationarity of the fading wireless channels and are based on the observed SINR at the receiver or the knowledge of the gains of all the links. Thus, the implicit assumption made is that the power-control updates are made every time the fading state of the channel changes. However, in wireless communication channels, which exhibit fast fading where the fades can change within milliseconds, this might not always be practical. Very frequent power-control updates can also consume a lot of energy. Therefore, it is desirable that the power-control does not need to be updated when the channel meanders from a fading state to another. This is one of our motivations of this work.

Another fundamental task performed frequently by ad hoc networks is to regulate the allowed source rates to maximize the total utility of the users subject to resource constraints. One common approach to achieving this objective is network utility maximization (NUM) through the cross-layer design of joint power and rate control. The cross-layer design takes users’ service requirements and interference-limited channel into account to jointly optimize network performance. In fact, the link capacities determined by the power allocation at the physical layer affect the arrival rates at the transport layer, and vice versa. With this coupling, resource optimization within layers is not competent.

Therefore, motivated by the benefits, a cross-layer design of NUM has extensively been studied [8], [9], [10], [11], [12], [13]. In [8], Chiang analyzed such a joint congestion and power control problem by using Lagrangian primal-dual approach. In [9], the authors considered joint routing and rate allocation that maximizes the lifetime of an ad hoc network supporting variable-rate transmissions (link adaptation). In [10], a joint opportunistic power scheduling and end-to-end rate control (JOPRC) scheme was presented for wireless ad hoc networks by modeling the time-varying wireless channel as a stochastic process. In [13], the authors modeled an efficient spatial-TDMA based adaptive power and rate cross-layer scheduling problem as a Mixed Integer Linear Program (MILP). A cross-layer design of power- and rate-allocation was studied in [14] for MANETs with lossy links. All of these works similarly assume the channel to be quasi-stationary and track the instantaneous channel state; meanwhile, the data rate of a given flow is treated unchanged from hop to hop along its route. In wireless networks, however, wireless links are typically lossy and the packet loss rate is often high due to channel impairment such as fading and interference. As a result, the data rate of a flow decreases along its route because of the lossy nature of wireless links. Clearly, these previous studies that follow fast fades directly are not feasible or desirable in this situation due to mobility of the nodes and/or environment. This fact also motivates our work in this paper.

More recently, there have been many studies on the problem of power control with constraints on outage probability in wireless networks with lossy links, in which outage probability is referred to as the probability that the smallest maximum achievable rate among all of users is smaller than a specified transmission rate. In [15], Kandukuri and Boyd proposed a new method of optimal power control in interference-limited fading wireless channels with outage-probability specifications, where interior point methods are employed to find the solution. In [16], the authors addressed a joint power control and multiuser detection problem with outage-probability constraints in a Rayleigh fast-fading environment. Furthermore, in [17], they proposed a generalized framework for solving the problem under modest
assumption on the underlying channel fading. Unlike previous work, which dealt with Rayleigh fast-fading model, each user is allowed to have a different fading distribution. In [18], the outage probability of multiple antenna multicast channels was investigated and its upper and lower-bounds were derived by using extreme value theory. A link outage probability based resource allocation scheme for multi-radio multi-channel wireless mesh networks was proposed in [19]. However, the objective of these works is to minimize the total power of all users while meeting their outage targets or minimize the outage probability, whereas they do not consider the maximization problem of network utility.

An emerging challenging issue to be addressed for dynamic power and rate allocation in next generation MANETs is how to meet with user’s heterogeneous transmission QoS requirements. Among others, the demand for wireless high-speed connectivity for both delay-tolerant “packet” data and delay-sensitive “circuit” data is expected to rise significantly in the next decade. Accordingly, how to optimally allocate both power and rate to support delay-constrained data traffic while sufficiently considering the lossy nature of links becomes an important research issue. Therefore, this paper aims to provide concrete answers to the aforementioned problems.

In this paper, we first propose a novel rate-effective network utility maximization (RENUM) framework, which takes account of the lossy nature of links in the objective function and the constraints of rate outage and average delay. In particular, the minimization of the overall power and delay of all links is used as the optimization objective as well, which is the distinct difference between effective network utility maximization (ENUM) with outage constraints in [20] and our work. In our framework, the transmission rate at the source node of each flow is called the injection rate, and the data rate correctly received at the destination node is called the effective rate. Since the effective rate is typically lower than the injection rate, it is natural to examine the utility corresponding to the effective rate. Then the original non-convex RENUM is converted into a convex one by employing some logarithmic transformation. The convex RENUM problem is further decomposed into three separate maximization sub-problems of rate control, power and delay allocation. Three corresponding distributed sub-algorithms are developed, in which some forms of broadcast message passing is required for power-allocation. In practice, it may be desirable to avoid such overhead and thus we include a near-optimal scheme that makes use of autonomous SINR measurements at each link for power-allocation. To the best of our knowledge, this paper is the first work to address the limits of dynamic power and rate allocation over the lossy links under various average delay and rate-outage probability constraints.

The contributions and findings of the paper can be briefly summarized below.

- The problem of the frequent rate and power updates induced by fast-fading is addressed, which is imperative especially in a MANET with limited energy, by taking account of the average SINR and rate-outage probability, where flow rate changes per hop.
- A rate-effective network utility maximization (RENUM) framework is proposed by considering the lossy nature of wireless links and the rate outage constraints with a small tolerable value, which is necessary because the loss of wireless links and packets occurs frequently due to channel impairment and mobility of nodes in MANETs.
- The minimization of the overall power and average delay of all links is used as the optimization objective while the effect of the loss and the rate outage on optimal joint power, rate and delay control is studied to support delay-constrained data traffic.
- The distributed cross-layer power and rate control algorithms with/without explicit broadcast message passing are proposed by solving the non-convex RENUM problem. Furthermore, our extensive numerical and simulation results demonstrate that the RENUM outperforms other NUM schemes without rate outage probability/average delay constraints in terms of effective rates, link delay and power consumption.

The reminder of this paper is organized as follows. In Section II, we introduce the system model. Section III outlines the RENUM framework. In Section IV, we propose a distributed joint rate, power and average delay control algorithm. In Section V, we further give the near-optimal rate and power control algorithm making use of noise measurements instead. Illustrative numerical and simulation results are provided in Section VI. Finally, Section VII concludes the paper.

II. SYSTEM MODEL

A. Network Model

In this paper, we consider a MANET that consists of a set $L = \{1, 2, \ldots, K_L\}$ of logical links, shared by a set $S = \{1, 2, \ldots, K_S\}$ of sources, where $K_L$ and $K_S$ denote the number of links and sources, respectively. Each source $s \in S$ emits one flow to its destination node using a set of links $L(s) \subseteq L$ for its route. Due to the unreliability of the network, routing may be adapted and optimized with the improved routes communicated to the transport layer. In practice, our formulated optimization model in Section III for the RENUM problem is suitable for the scenario of varying routes. This is because our model is based on hop-by-hop rate control and the proposed RENUM algorithm in Section IV is a distributed hop-by-hop algorithm by considering the lossy nature of each link. Each source $s$ injects data into the network at an average rate of $x_s \in [m_s, M_s]$ where $m_s$ and $M_s$ denote the minimum and maximum rates, respectively. For each link $l$, the set $S(l) = \{s \mid l \in L(s)\}$ indicates the set of sources that use link $l$. Each source $s$ attains a utility function $U_s(x_s)$, which is a function of the effective rate at the destination of source $s$. A utility function can reflect the satisfaction of a source with resource allocation. Different shapes of utility functions can lead to different types of fairness among users [21]. Take the following utility function, parameterized by $\alpha > 0$, as an example

$$U_s(x_s) = \begin{cases} (1 - \alpha)^{-1}(x_s)^{1-\alpha}, & \text{if } \alpha \neq 1 \\ \log x_s, & \text{otherwise} \end{cases}$$

If $\alpha = 0$, system throughput maximization is achieved; if $\alpha = 1$, proportional fairness among users is attained; and if $\alpha = 2$, then harmonic mean fairness is achieved. In previous work, the utility function is usually assumed to be strictly concave, strictly increasing, and twice differentiable [14]. Concavity of $U_s(\cdot)$ means that the marginal utility (i.e., the increase in utility obtained for a fixed increase in the resource) decreases as the amount of resource increases. It is reasonable to assume that
where $\gamma_l$ is the effective positive slow-varying path gain between the transmitter of link $l$ and the receiver of link $l$. In the analysis below, we assume that it is constant; $F_{lk}$ models Rayleigh fast-fading, which is assumed to be independent exponentially distributed random variables with unit mean [23]. In other words, the received signal power at receiver $l$ from transmitter $k$ is an exponentially distributed random variable with mean $E(G_{lk}F_{lk}p_k) = G_{lk}p_k$.

Furthermore, in Rayleigh fast-fading environment, the instantaneous capacity of each link $l$ is defined on the Shannon capacity as

$$c_l(P) = W \log(1 + \varsigma \gamma_l(P))$$

(2)

where $\varsigma$ is “SINR-gap” that reflects a particular modulation and coding scheme. Without loss of generality, we assume that $\varsigma = 1$; $W$ is the base-band bandwidth, which is normalized by a fixed packet size.

For fast-fading channel, very frequent power updates will induce the fast change of the instantaneous capacity $c_l(P)$ according to (2). The high fading rate means that iteration update-rate would need to be increased in order to keep track of the dynamic fading state, which makes the instantaneous state vary too quickly to track properly. Indeed, we explicitly take into account the average SINR and the notion of a rate-outage probability, whose definition can be found in Section II-D to allow the network to experience a limited amount of fading-induced congestion so as to avoid the fast-update problem.

Therefore, instead of using instantaneous SINR, we will use statistical variation of SINR, i.e., average SINR, in our scheme.

$$\bar{\gamma}_l(P) = \frac{E(G_{lk}F_{lk}p_k)}{E \left( \sum_{k \neq l} G_{lk}F_{lk}p_k \right) + \sigma^2} = \frac{G_{lk}p_k}{\sum_{k \neq l} G_{lk}p_k + \sigma^2}$$

(3)

### C. Capacity and Data Rate with Outage

It is clear from (2) that the capacity of link depends on channel state information (CSI) such as channel gain between transmitter and receiver. In this paper, similar to [20], we assume that there is receiver CSI and no transmitter CSI at each link, i.e., the receiver knows the value of CSI, and both the transmitter and the receiver know the distribution of CSI, since transmitter CSI results in extra overhead and considerable additional complexity. In this case there are two capacity definitions: Shannon capacity and capacity with outage. It was shown in [16] that the capacity of a fading channel with receiver CSI (i.e., capacity with outage) is less than the Shannon capacity of an Additive White Gaussian Noise (AWGN) channel with the same average SINR. This indicates that fading and poor channel states can reduce Shannon capacity when only the receiver has CSI, because the transmission strategy must incorporate the effect of these poor states.

The capacity with outage for fading channel with receiver CSI is defined as the maximum rate that can be transmitted over a channel with an outage probability that the transmission cannot be decoded with negligible error probability. The data is correctly received if $c_l(P)$ is greater than or equal to the ingress data rate $R$. Otherwise, the data received over the transmission burst cannot be decoded correctly with probability approaching 1, and the receiver declares outage. Here, the outage probability is thus given by $P_r(R_l) = P_r(R_l > c_l(P))$ at link $l$ with transmission rate $R_l$.

The outage probability characterizes the probability of data loss or, equivalently, the probability of deep fading. At a link $l$ with transmission rate $R_l$, the probability that data is received correctly is $1 - P_r(R_l)$. The rate-effectively correctly received over link $l$ is thus

$$R_{l,eff} = R_l \cdot (1 - P_r(R_l)) .$$

(4)
For a flow $s$ traversing multiple hops, the effective data rate correctly received at the destination node $y_s$ satisfies

$$y_s \leq x_s \prod_{l \in L(s)} (1 - P_r(R_l)), \quad (5)$$

where $x_s$ is the source rate of flow $s$, and $L(s)$ is the set of link along the route. It can be seen that the data rate of a flow decreases every hop along its route and the data rate correctly received at the destination node decreases as the link or hop count along the route of a flow increases.

D. Rate-outage Probability

As the fading rate increases, more timely feedback of the end-to-end congestion state, which must be feedback to the source to adapt its transmission data rate explicitly through message passing, becomes increasingly difficult. To alleviate this problem, the rate-outage probability should be constrained to a small tolerable value instead of zero-level tolerance on fading-induced congestion.

Similar to [14], the rate-outage probability is defined as the probability of experiencing fading-induced congestion, i.e., the probability that the ingress rate $R_l$ to link $l$ exceeds the instantaneous channel capacity $c_l$. Therefore, the rate outage constraint can be expressed as

$$P_r(R_l > c_l(P)) \leq \zeta^\text{max}_l, \forall l \in L, \quad (6)$$

where $\zeta^\text{max}_l \in (0, 1)$ is the maximum value of the rate outage probability on each link $l$. Accordingly, the $\zeta$-outage capacity on link $l$ is defined as the highest rate that the outage probability $P_r(R_l)$ is less than $\zeta^\text{max}_l$. It is noted that there is a one-to-one mapping between the outage probability and the corresponding outage capacity. For instance, the $\zeta$-outage capacity on each link $l$ over Rayleigh fading is given by [24]

$$c_l(P, \zeta) = W \log \left[1 + R_l \zeta_l(P)\right]. \quad (7)$$

where $\zeta_l = -\log(1 - \zeta^\text{max}_l)$.

For the Rayleigh fading model, we can write the rate-outage probability in closed form by using (3) as [14]

$$P_r(R_l > c_l) = P_r \left(W \log \left[1 + R_l \zeta_l(P)\right] < R_l\right) = 1 - \phi_l(P), \quad (8)$$

where

$$\phi_l(P) = \exp \left(-\frac{R_l}{\zeta_l} \frac{1}{P_r}\right) \quad (9)$$

is regarded as the probability that the data is correctly received, and $R_l^{\text{th}} = \exp(R_l/W) - 1$ is defined as the data rate threshold.

E. Average Delay

We now consider the delay property to be included in constraints and objective function. The average delay a packet experiences when traversing a network is an important design consideration in some real-time applications. The delay includes both queuing and transmission delays. The packet traffic entering the multihop network at the transmitter of link is assumed to be a Poisson distribution and to have an exponentially distributed length with a mean of $K$ bits. In this study, we model each link as an M/M/1 queue, which is a good approximation for the behavior of individual links in densely connected networks satisfying the above assumptions [25]. Under the feed-forward routing and Poisson input assumptions, by applying Burke’s theorem [25], the average packet delay on link $l$ is thus given by

$$E(\tau_l) = \frac{K}{c_l(P, \zeta) - \sum_{s \in S(l)} x_s},$$

where $\tau_l$ is the sum of the transmission delay and queuing delay on link $l$. For real-time applications, generally the average delay $E(\tau_l)$ is required to be no more than a specific delay-tolerant amount $\vartheta_l \geq 0$, i.e., $E(\tau_l) \leq \vartheta_l$. Equivalently, $\sum_{s \in S(l)} x_s \leq c_l(P, \zeta) - \frac{K}{\vartheta_l}$.

III. RENUM with Rate Outage Constraint

In this section, a novel rate-effective network utility maximization (RENUM) framework is proposed by taking into account the lossy nature of links and the rate outage constraints with a small tolerable value. At the $i$th link of flow $s$, the data rate is denoted by $x_{s,l(i)}$ where $l(s, i)$ denotes the unique link number of the $i$th link of flow $s$. For clearer presentation, notation $x_{s,l}$ will substitute for $x_{s,l(i)}$. At the destination of flow $s$, the correctly received data rate can be represented as $x_s^{H_s+1}$, where $H_s = |L(s)|$ denotes the number of hops for flow $s$. It can be considered as the data rate over a link which connects the receiver and itself [20]. For example, in Fig. 1, the effective rate of flow 1 is given by $x_{s,l}$.

Fig. 1. An example network with lossy links.

There are two main objectives to be achieved in this problem formulation, i.e., to maximize the overall rate-effective network utility across all flows and minimize the overall power and average delay of all links, which is necessary to reduce interference and prolong the life of nodes powered by batteries. The first objective can be expressed mathematically by

$$\max_{x} \sum_{s \in S} U_s \left(x_s^{H_s+1}\right)$$

and the second objective can be characterized by

$$\min_{\vartheta, \vartheta \geq 0} \sum_{l \in L} \vartheta_l \left(\vartheta_l \sum_{s \in S} p_l + w_2 \sum_{l \in L} \vartheta_l\right)$$

Based on the fact that $\min f(\cdot)$ is equivalent to $\max -f(\cdot)$, by combining the above two objectives and considering the constraints in Section II, the RENUM problem can be formulated as

$$\max_{x, \vartheta, \vartheta \geq 0} \sum_{s \in S} U_s \left(x_s^{H_s+1}\right) - w_1 \sum_{l \in L} \vartheta_l - w_2 \sum_{l \in L} \vartheta_l \quad (10)$$
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The objective of the transformed problem (17) is concave over $\tilde{x}_{s}^{H_s,l+1}$, $\tilde{p}_l$ and $\tilde{v}_l$.

Proof: Since the objective is separable in each variable, it is clearly concave in $\tilde{p}_l$ and $\tilde{v}_l$ (sum of negative exponentials). The concavity in $\tilde{x}_{s}^{H_s,l+1}$ follows from the concavity $U_s(x_{s}^{H_s,l+1})$ of in $\tilde{x}_{s}^{H_s,l+1}$. Since the utility function $U_s(x_{s})$ is twice-differentiable, increasing and strictly-concave in $x_{s}$, it is also $(\log(x_{s}))$-concave. We further have that the objective function in (17) is concave about $\tilde{x}_{s}^{H_s,l+1}$. Problem (17) is thus a convex problem with a unique global optimal point.

It is not difficult to see that the Slater condition [26] is satisfied, i.e., there exist feasible solutions of $\tilde{x}_{s}^{H_s,l+1}$, $\tilde{p}_l$ and $\tilde{v}_l$ such that the constraints hold with strict inequality, and strong duality holds, which implies that the optimal values of the primal and dual problems are equal. Thus, the optimization problem (17) can be efficiently tackled by using modern convex programming schemes.

IV. DISTRIBUTED ALGORITHM FOR RENUM PROBLEM

In this section, we use Lagrange-duality method for solving RENUM problem to develop a distributed algorithm. The first step for the Lagrange-duality method is to introduce Lagrangian Multipliers associated with some constraints of the original problem. For RENUM problem that has multiple constraints, there are also various ways to introduce Lagrangian Multipliers that might result in different dual problems. For the following proposed solution, Lagrangian Multipliers are chosen aiming to facilitate implementing it in the real time. We refers to the following development as Algorithm A.

As a first step, the Lagrangian Multipliers $\lambda_{i}^i$, $\mu_{i}$, $v_{i}$, $i = 1, 2, \ldots, H_s, s \in S, l \in L$ are introduced for users and links with respect to constraints (18), (19) and (20), respectively. Here, $\lambda_{i}^i$, $\mu_{i}$ and $v_{i}$ can be interpreted as flow conservation price for the $i$th

Subject to
\[
x_{s}^{i+1} \leq x_{s}^{i}(1 - P_{r}(l(s,i))) + \sum_{s \in S(l)} x_{s}^{i} \leq c_{i}(P_{r}) \leq \xi_{s}^{\text{max}}, \forall l
\]
\[
K_{l} - \sum_{s \in S(l)} x_{s}^{i} \leq c_{i}(P_{r}) \leq \xi_{s}^{\text{max}}, \forall l
\]
\[
m_{s} \leq x_{s} \leq M_{s}, \forall s
\]
\[
p_{l}^{\text{min}} \leq p_{l} \leq p_{l}^{\text{max}}, \forall l
\]

where $P_{r}(l(s,i))$ denotes the outage probability of the $i$th link of flow $s$, and $w_1$ and $w_2$ are fixed weights to trade these two conflicting objectives. The constraints can be explained as follows:

- **Flow conservation constraint**: Constraint (11) shows that for each flow, the effective data rate received at the receiver is no more than the injection rate at the transmitter for route links by considering the lossy link property.
- **Rate-outage probability constraint**: Constraint (12) describes that at each link, there exists an upper bound (a small tolerable value) on the rate-outage probability.
- **Average delay constraint**: Constraint (13) ensures that the average delay on link $l$ is guaranteed not to exceed a specific delay-tolerant amount $\theta_{l}$.
- **Rate fairness constraint**: Constraint (14) demonstrates that the transmission rate of each source is bounded by the maximum and minimum transmission rates, $M_{s}$ and $m_{s}$, in order to keep the fairness and improve the efficiency of wireless links.
- **Energy constraint**: Constraint (15) describes that the transmission power at each transmitter on link $l$ is constrained by the maximum and minimum transmission powers, $p_{l}^{\text{max}}$ and $p_{l}^{\text{min}}$, in order to save the finite energy of each transmitter and satisfy the diverse quality of service requirement, respectively.

Note that the outage parameter $\xi_{s}^{\text{max}}$ reflects the tradeoff between rate and outage. With the increase of $\xi_{s}^{\text{max}}$, higher data rate can be transmitted, but higher data loss may occur.

**Remark 1**: Compared with other NUM problems, the RENUM framework has two unique features: (i) the network utility is based on the achieved rates at the destinations instead of the injected rates at the sources; (ii) the effect of rate-outage probability and average delay on the optimal rate and power allocation is considered accurately.

For wireless links experiencing Rayleigh fading, the inequality constraint (11) becomes
\[
x_{s}^{i+1} = x_{s}^{i} \phi_{l(s,i)}(P_{r}), i = 1, 2, \ldots, H_s, \forall s
\]

In general, the RENUM problem (10) is a non-convex problem due to the utility function associated with the effective rate $x_{s}^{H_s,l+1}$ and the existence of constraint (11). Therefore, the problem needs to be converted into a convex one under some regularity conditions by employing some auxiliary variables and appropriate transformation. Define $\bar{x}_{s}^{i} = \log(x_{s}^{i}), \bar{p}_{l} = \log(p_{l}), \bar{v}_{l} = \log(\theta_{l}), \tilde{\Lambda}_{s} = [\log(m_{s}), \log(M_{s})], \tilde{I}_{l} = [\log(p_{l}^{\text{min}}), \log(p_{l}^{\text{max}})]$, then the optimization problem (10) can be transformed as follows
\[
\max \sum_{s \in S} U_{s}^{i}(\exp(\bar{x}_{s}^{H_s,l+1})) - w_{1} \sum_{l \in L} \exp(\bar{p}_{l}) - w_{2} \sum_{l \in L} \exp(\bar{v}_{l})
\]

Subject to
\[
x_{s}^{i+1} \leq x_{s}^{i}(1 - \phi_{l(s,i)}(\tilde{P}_{r})), i = 1, \cdots, H_s, \forall s \in S
\]
\[
\exp(\bar{x}_{s}^{i}) \leq \exp(\bar{x}_{s}^{i}(\tilde{P}_{r})), i = 1, \cdots, H_s, \forall s \in S
\]
\[
\exp(\bar{x}_{s}^{i}) \leq \exp(\bar{x}_{s}^{i}(\tilde{P}_{r})), i = 1, \cdots, H_s, \forall s \in S
\]
\[
\exp(\bar{x}_{s}^{i}) \leq \exp(\bar{x}_{s}^{i}(\tilde{P}_{r})), i = 1, \cdots, H_s, \forall s \in S
\]
lossy link of flow $s$, i.e., congestion price, the price for keeping the rate-outage probability at each link $l$ within a small tolerable value, and the price for the average delay no more than a specific delay-tolerant amount, i.e., queuing delay price, respectively. The objective function of the Lagrangian dual of (17) can be then expressed as

$$D(\lambda, \mu, v) = \max_{\{\tilde{x} \in \mathbb{R}, \tilde{p}, \tilde{\vartheta} \}} L(\tilde{x}, \tilde{p}, \tilde{\vartheta}, \lambda, \mu, v)$$

$$= \max_{\{\tilde{x} \in \mathbb{R}, \tilde{p}, \tilde{\vartheta} \}} L_2(\tilde{x}, \lambda, \mu, v) + L_\tilde{p}(\tilde{p}, \lambda, \mu, v) + L_\tilde{\vartheta}(\tilde{\vartheta}, v)$$

where $L_2(\tilde{x}, \lambda, \mu, v)$ is the Lagrangian function with respect to source rate $\tilde{x}$ and Lagrangian Multipliers $\lambda, \mu$ and $v$; $L_\tilde{p}(\tilde{p}, \lambda, \mu, v)$ represents the Lagrangian function with respect to transmission power $\tilde{p}$ and Lagrangian Multipliers $\lambda, \mu$ and $v$; $L_\tilde{\vartheta}(\tilde{\vartheta}, v)$ denotes the Lagrangian function with respect to transmission delay $\tilde{\vartheta}$ and Lagrangian Multiplier $v$. The expressions of these Lagrangian functions can be obtained by multiplying the Lagrangian Multipliers by the corresponding constraints (18)(19)(20) and combining the similar terms.

By the linearity of the differentiation operator, the objective function (21) can be decomposed into three separate maximization subproblems due to the separable nature of the function.

$$P1: D_2(\lambda, \mu, v) = \max_{\tilde{x} \in \mathbb{R}} L_2(\tilde{x}, \lambda, \mu, v),$$

$$P2: D_\tilde{p}(\lambda, \mu, v) = \max_{\tilde{p} \in \mathbb{R}} L_\tilde{p}(\tilde{p}, \lambda, \mu, v),$$

$$P3: D_\tilde{\vartheta}(\lambda, \mu, v) = \max_{\tilde{\vartheta} \in \mathbb{R}} L_\tilde{\vartheta}(\tilde{\vartheta}, v),$$

subject to

Subproblem $P1$ is the rate control subproblem in terms of rate variable $\tilde{x}$. $P2$ represents the power control subproblem to achieve the minimum power consumption, and $P3$ denotes the average delay control subproblem to give an optimal delay-tolerant amount $\tilde{\vartheta}$. Note that indices $s, i$, and $l$ are dropped in $P1$, $P2$, and $P3$ since they are applicable for all $s, i$, and $l$. The maximization involved in the calculation of the dual function has been decomposed into three simple maximization subproblems, which implies that the optimal resource allocation problems can be separated and solved in a distributed manner.

Accordingly, the dual problem of the original (primal) problem is given by

$$\min_{\lambda, \mu, v} D(\lambda, \mu, v).$$

Because the primal problem is convex and also satisfies the Slater’s condition [26], the duality gap between the optimal value of the primal problem and that of the dual problem becomes zero. This suggests that we can design primal-dual algorithms to find the optimal powers, rates, delay-tolerant amount and prices. More specifically, they can be updated iteratively in such a way that the Lagrangian function $L(\tilde{x}, \tilde{p}, \lambda, \mu, v)$ is maximized with respect to $\tilde{x}$, $\tilde{p}$ and $\tilde{\vartheta}$ for the primal, and the dual function $D(\lambda, \mu, v)$ is minimized with respect to $\lambda$, $\mu$, and $v$ for the dual.

Next, we will take an iterative approach to solving the dual problem (22): at iteration $t$, the maximization problems $P1$, $P2$ and $P3$ are solved for fixed $\lambda$, $\mu$, and $v$, then a subgradient method is employed to update the dual variables. Subsequent iterations $t + 1, t + 2, \ldots$ would repeat this process until convergence to the globally optimum resource allocation.

**A. Source Rate Subalgorithm**

The source rates are updated by solving the maximization problem $P1$. Since problem $P1$ is strictly concave for fixed $\lambda$, $\mu$, and $v$, we can use a subgradient projection with a sufficiently small fixed step-size to find a maximizer. For convenience, we define $\lambda^0_s = 0, \forall s$. Taking partial derivative of $L_2(\tilde{x}, \lambda, \mu, v)$ with respect to $\tilde{x}_i^s$, we have the subgradient on the data rate $\tilde{x}_i^s$ as follows

$$\nabla D_1(\tilde{x}_i^s) = \lambda_i^s - \lambda_i^{s-1} - v_i(t, s, i) \exp(\tilde{x}_i^s),$$

and for $i = H_s + 1$,

$$\nabla D_1(\tilde{x}_i^s) = U'_s(\exp(\tilde{x}_i^{H_s+1})) \exp(\til{x}_i^{H_s+1}) - \lambda_i^{H_s},$$

where $U'_s(\cdot)$ is the first derivative of the utility function.

Due to the strict concavity of the Lagrangian function $L_2(\tilde{x}, \lambda, \mu, v)$ by Theorems 1 and 2, the dual function $D(\lambda, \mu, v)$ is differential everywhere by [27, Prop. 6.1.1]. Taking partial derivative of with respect to $\lambda_i^s$, the subgradient on the price $\lambda_i^s$ is given by

$$\nabla D(\lambda_i^s) = \tilde{x}_i^s - \tilde{x}_i^{s-1} - \psi^{(s,i)}(\tilde{P}).$$

Based on (24) and (25) and by utilizing the complementary slackness condition, we can obtain the destination of flow $s$, the flow conservation price and the effective rate as follows

$$\lambda_i^{H_s} = U'_s(\exp(\til{x}_i^{H_s-1})) \exp(\til{x}_i^{H_s-1})$$

$$\tilde{x}_i^{H_s+1} = \tilde{x}_i^s - \psi^{(s,H_s)}(\tilde{P}).$$

**Remark 2:** $\psi^{(s,i)}(\tilde{P})$ is referred to as the data loss rate at the $i$th link of flow $s$. Since $\psi^{(s,i)}(\tilde{P})$ is a decreasing function on $\tilde{P}$, which means that the larger the power is, the smaller the loss rate.

We can observe from (26) and (27) that at the destination of flow $s$, the effective rate becomes larger as the power increases. Since $\lambda_i^{H_s}$ is a non-increasing function of the effective rate $\tilde{x}_i^{H_s+1}$, it can be viewed as the effective flow weight, which guarantees the fairness among destination nodes.

Next, we use the subgradient projection method to find the optimal solution for $\tilde{x}_i^s$ and $\lambda_i^s$. We have the following theorem.

**Theorem 3:** At the $i$th link of flow $s$, the flow rate $\tilde{x}_i^s$ can be updated as follows

$$\tilde{x}_i^s(t + 1) = \left[\tilde{x}_i^s(t) + \varepsilon \nabla D(\lambda_i^s)\right]_+$$

where $\varepsilon$ is a sufficiently small fixed step-size.

It is noted that the rate update depends on the link congestion and the QoS price induced by tolerant delay and the difference of available buffer spaces between adjacent nodes $\lambda_i^s - \lambda_i^{s-1}$.

At the receiver of the $i$th link of flow $s$, by using the subgradient projection method to solve the dual problem (22), the price $\lambda_i^s$ can be updated as follows

$$\lambda_i^s(t + 1) = \left[\lambda_i^s(t) - \varepsilon \nabla D(\lambda_i^s)\right]^+$$

Equation (29) reveals that $\lambda_i^s$ is intimately related to the available buffer space at the receiver of the link, which determines in turn the difference between the incoming rate $\tilde{x}_i^s - \psi^{(s,i)}(\tilde{P})$ and the outgoing rate $\tilde{x}_i^{s+1}$. For instance, the more the available buffer space the receiver has, the smaller the difference between the incoming rate and the outgoing one, which results in an increasing price $\lambda_i^s$. In fact, this is a back-pressure algorithm.
where the flow with greater queue length difference is granted higher priority. If each node is assumed to have the same total buffer size, then $\lambda^p_t - \lambda^p_{t-1}$ exactly is the queue length between the transmitter and receiver at the $t$th link of flow $s$. The detailed rate control subalgorithm for subproblem $P1$ is summarized in Table II. It is clear that the complexity of the subalgorithm is $O(H^2)$.  

**TABLE II**

**DISTRIBUTED RATE CONTROL SUBALGORITHM FOR FLOW $s$**

<table>
<thead>
<tr>
<th>Initialize $\lambda_{t,0}^p = 0$ and $\lambda_{t,0}^s$ for $i = 1, 2, \ldots, H_s$;</th>
</tr>
</thead>
<tbody>
<tr>
<td>For $i = 1 : H_s$</td>
</tr>
<tr>
<td>Repeat</td>
</tr>
<tr>
<td>Receive $v_{l}(s,i)$ from the Lagrangian update subalgorithm;</td>
</tr>
<tr>
<td>Measure and compute $\dot{\psi}^{(l)}(s,i)$ by (9);</td>
</tr>
<tr>
<td>Compute the subgradient $\nabla D_1(\lambda^p_t)$ by (23);</td>
</tr>
<tr>
<td>Compute $\tilde{z}^p_t$ by (28);</td>
</tr>
<tr>
<td>Compute the subgradient $\nabla D(\lambda^s_t)$ by (25);</td>
</tr>
<tr>
<td>Update Lagrangian multiplier $\lambda^p_t(t + 1)$ by (29);</td>
</tr>
<tr>
<td>Until ${\lambda^p_t}$ converges to $\lambda^{p*}$</td>
</tr>
<tr>
<td>End for</td>
</tr>
<tr>
<td>If $i = H_s + 1$ then</td>
</tr>
<tr>
<td>Compute $\lambda^s_{t+1}$ by (26);</td>
</tr>
<tr>
<td>Compute $\tilde{z}^s_{t+1}$ by (27);</td>
</tr>
<tr>
<td>End if</td>
</tr>
</tbody>
</table>

**B. Link Power and Delay Subalgorithm**

Since the twice order derivatives of $L_2(\tilde{p}, \tilde{\theta}, \mu, v)$ and $L_3(\tilde{p}, \tilde{\theta}, v)$ with regard to $\tilde{p}$ and $\tilde{\theta}$ respectively are negative semidefinite, i.e., they are concave, there exist optimal solutions of $\tilde{p}$ and $\tilde{\theta}$. Taking partial derivative of $L_2(\tilde{p}, \tilde{\theta}, \mu, v)$ with respect to $\tilde{p}_i$, and coming back to the solution space $P$ instead of $\tilde{P}$, it is easy to verify that the subgradient on the transmission power $p_l$ is

$$\nabla D_2(p_l) = \Omega_l(P)G_{ll} + \sum_{n \neq l} G_{nl}M_n(P) - w_1,$$

where

$$\Omega_l(P) = \frac{v_l\frac{\mathbf{W}}{1 + \frac{K_2}{\gamma_l(P)}} - (\lambda^p_i + \mu_l)}{\frac{R_{th}}{(\gamma_l(P))2}},$$

$$M_n(P) = \frac{\Omega_n(P)(\sigma_n(P))^2}{G_{nn}p_n}.$$

Therefore, we have the following theorem.  

**Theorem 4:** The transmission power is updated for each link $l \in L(s)$ with message passing by

$$p_l(t + 1) = \left[ p_l(t) + \varepsilon \nabla D_2(p_l) \right]_{p_{l,\min}}^{p_{l,\max}} = \left[ p_l(t) + \varepsilon G_{ll}\Omega_l(t) - \varepsilon w_1 + \varepsilon \sum_{n \neq l} G_{nl}M_n(t) \right]_{\varepsilon w_1}^{p_{l,\max}}$$

where each $M_n(t)$ is referred to as the messages comprising local information at each link $n$, which is a scaled measurement of the receiver SINR. A distributed power-update algorithm can be implemented through message passing: each receiver on link $n$ broadcasts its message $M_n(t)$ and estimates $M_n(t)$ through training sequence.  

Similarly, the link average delay is obtained by solving $L_3(\tilde{p}, \tilde{\theta}, v)$ and updated by

$$\theta_l(t + 1) = (v_l(t)K/w_2)^{1/2}.$$  

The link power and delay subalgorithm for subproblems $P2$ and $P3$ is summarized in Table III. It is clear that the complexity of the subalgorithm is $O(K_2^2)$.  

**TABLE III**

**LINK POWER AND DELAY SUBALGORITHM FOR FLOW $s$**

<table>
<thead>
<tr>
<th>For each link $l \in L(s)$;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialize $c_{l,\max}^*, \mu_l(0)$ and $v_l(0)$;</td>
</tr>
<tr>
<td>Repeat</td>
</tr>
<tr>
<td>Receive $\lambda^p_t$ from the rate control subalgorithm in Table II;</td>
</tr>
<tr>
<td>Measure average SINR $\gamma_l$;</td>
</tr>
<tr>
<td>Measure $R_l$ and compute $R_{th}$;</td>
</tr>
<tr>
<td>Compute $\Omega_l(t)$ by (31);</td>
</tr>
<tr>
<td>Compute message $M_n(t)$ by (32) for all $n \neq l$</td>
</tr>
<tr>
<td>Broadcast the message to its neighbors;</td>
</tr>
<tr>
<td>Compute power $p_l(t)$ by (33);</td>
</tr>
<tr>
<td>Compute delay $\theta_l(t)$ by (34);</td>
</tr>
<tr>
<td>Update Lagrangian multiplier $\mu_l(t + 1)$ by (35);</td>
</tr>
<tr>
<td>Update Lagrangian multiplier $v_l(t + 1)$ by (36);</td>
</tr>
<tr>
<td>Until ${\mu_l(t)}$ and ${v_l(t)}$ converges to $\mu^<em>_{l,t}$ and $v^</em>_{l,t}$, respectively</td>
</tr>
</tbody>
</table>

**C. Lagrangian Multiplier Update Subalgorithm**

The updates in (33) and (34) are shown after transformation back to the original co-ordinate space. Furthermore, by using the subgradient projection, prices $\mu_l$ and $v_l$ are updated by

$$\mu_l(t + 1) = [\mu_l(t) - \varepsilon (\nabla_l - \psi_l^{(t)}(\hat{P}))]^{+},$$

$$\quad v_l(t + 1) = [v_l(t) - \varepsilon \nabla D(v_l)]^{+},$$

respectively, where

$$\nabla D(v_l) = - \sum_{s \in S(t)} \exp(\hat{x}^s_l) + c_l(\exp(\hat{P})\zeta_l) - \frac{K}{\exp(\hat{h}_l)}.$$  

It is worth noting that in principle, mobile ad hoc networks are independent of any established infrastructure or centralized mechanism. Each node operates in a distributed peer-to-peer mode, acting as an independent router and an end host. It can move independently in any direction, thus change its links to other devices frequently. In such an infrastructure-less network, there does not exist any central coordination or control. Thus, centralized solutions are impractical. The proposed RENUM algorithm has to be implemented in a distributed manner in the absence of central coordination, through the cooperation of nodes. To elaborate, on one hand, each node must give the feedback such as message $M_n$, based on the local information such as SINR $\gamma_l$ and prices $\lambda^s_t$, $\mu_l$ and $v_l$ of other links in the interference set, rather than the individual link, and broadcast the message to its neighbor nodes. On the other hand, the distributed nature of the RENUM algorithm can cope with the absence of the central coordination in ad hoc networks: source $s$ can solve Equation (28) separately without need to coordinate with other sources because $\lambda^s_t$ summarizes all the congestion information source $s$ needs to know; Equations (33) and (34) can be implemented by an individual link $l$ using only the accumulated information such as message $M_n$ from its interference set and its own information such as ingress rate $R_n$, average SINR $\gamma_l$ and prices $\lambda^s_t$, $\mu_l$ and $v_l$ of link $l$.

The complexity of the algorithm can be derived as follows. Assuming that the ellipsoid method is used to iteratively update dual variables, the required number of iterations for convergence is $O(m^2)$, where $m$ denotes the size of the problem. Let $K_L$ and $K_S$ denote the number of links and sources, respectively. The ellipsoid method will need $O(K_2^2)$ iterations to obtain $\{\lambda^s_t\}$ and $\{\tilde{x}^s_t\}$ and $O(K_2^2)$ iterations to obtain $\{\mu_l\}$, $\{v_l\}$, $\{p_l\}$ and $\{\theta_l\}$. Hence, the total complexity of the algorithm is $O(K_2^2K_L^2).$
D. Relationship between RENUM Algorithm and TCP

In this subsection, we discuss the relationship between the proposed RENUM algorithm and Transmission Control Protocol (TCP).

Our proposed source rate control subalgorithm is closely related to the congestion control in TCP. It is well known that a TCP sender maintains two windows, the congestion window and the TCP maximum window, for congestion control. The congestion window is the flow control imposed by the sender, while the TCP maximum window, i.e., the window advertised by the receiver, is the flow control imposed by the receiver. A source/sender \( s \) keeps a variable called congestion window size \( W_s \) that determines the number of packets it can transmit in a round-trip time (RTT) \( \tau_{i} \) over link \( i \), the time from sending a packet to receiving its acknowledgment from the destination. This implies that the source rate \( x_{s,i} \) in RENUM is approximately equal to the ratio of window size to RTT, i.e., \( x_{s,i} = \frac{W_s}{\tau_{i}} \), in packets/second. Compared to the wired networks, for multihop MANETs, the traditional TCP cannot distinguish effectively between congestion loss induced by buffer overflow and packet loss caused by mobility and shared channel contention among wireless nodes. This is because that buffer overflow-induced packet losses are rare and packet drops due to wireless link contention dominate.

To make the congestion control mechanism of TCP adapt to multihop MANETs, we employ a cross-layer method, which adaptively adjusts the TCP maximum window size according to the number of RTS (Request To Send) retry counts of the IEEE 802.11 DCF (Distributed Coordination Function) protocol of the MAC layer at the sender, to control the number of TCP packets in the network and thus reduce the channel contention. In our method, not only the TCP receiver but also the TCP sender participate in adapting the maximum window size. More specifically, the receiver still determines the maximum window size according to its buffer space, and the sender also adjusts the maximum window size according to the average RTS retry counts of its MAC layer.

Equation (28) in Theorem 3 reflects the TCP congestion window update while Equation (29) describes the link congestion price update. The source rate control subalgorithm shows that if the data loss rate \( \psi_{l(s,i)}(\mathbf{P}) \) at the \( i \)th link of flow \( s \) becomes higher, which implies that congestion occurs at the \( i \)th link of flow \( s \), then congestion price \( \lambda_{s,i}^l \) will increase. In this case, source \( s \) decreases its window size \( W_s \) and transmission rate. Otherwise, if the demand for the weighted incoming flow rate \( \upsilon_{l(s,i)} \exp(x_{s,i}^l) \) at the \( i \)th link of flow \( s \) is less than the available buffer spaces between adjacent nodes of flow \( s \) or the allowed maximum queue length between the transmitter and receiver at the \( i \)th link of flow \( s \), \( \lambda_{s,i}^l - \lambda_{s,i}^{l-1} \), then source \( s \) increases its window size and transmission rate. Herein, \( \lambda_{s,i}^l - \lambda_{s,i}^{l-1} \) can be regarded as the TCP receiver’s advertised window, i.e., the TCP maximum window. Thus, the proper reduction of the advertised window by intermediate transmitters/receivers can control the number of packets sent from a TCP source.

To achieve the adaptive adjustment for the TCP maximum window size \( \lambda_{s,i}^l - \lambda_{s,i}^{l-1} \) according to the number of RTS retry counts, in the RTS/CTS (Request To Send/Clear To Send) scheme of the IEEE 802.11 MAC protocol, each node has a variable, \( ssrcc \) (Station Short Retry Count), to record the retry count of the current RTS frame. Each node determines its current channel access according to the value of \( ssrcc \). To make the node know its channel state, we introduce a new variable, \( rrc \), to record the retry count of the last RTS frame. The bigger the \( rrc \) is, the more RTS collisions the node experiences and thus the worse the channel state is. According to the value of \( rrc \) from the MAC layer, the TCP sender can know its local channel contention state and estimate the channel contention state of the forwarding nodes. Therefore, the TCP sender can reduce shared channel collisions in the network by dynamically adjusting the TCP maximum window size \( \lambda_{s}^l - \lambda_{s}^{l-1} \) based on its local RTS retry counts. Such a method improves the TCP performance by controlling the packets injected by TCP senders and thus avoids the congestion caused by packet losses due to low link quality, which is owing to that we tackle TCP degradation in the wireless domain through the cooperation between the transport layer and the MAC layer.

In addition, in RENUM algorithm, some information is required for the subalgorithm updates such as the local information of SINR \( \tau_{l}(\mathbf{P}) \), prices \( \upsilon_{l,i}, \mu_{l,i} \), ingress rate \( R_l \) and message \( M_n \) from the neighbor set. The local information can be computed by each node itself. Message \( M_n \) can be included in a distributed protocol by making use of explicit message passing. To achieve low communication overhead, we employ a type of piggybacking similar to the method in [28], i.e., the information of \( M_n \) is piggybacked onto acknowledgment (ACK) packets. A field is reserved in an ACK packet header that is sent from the receiver back to the transmitter. Along the path, each intermediate link accumulates the information of message \( M_n \) into this field. When the ACK reaches the transmitter, this reserved field forms the required information for those updates. This way, the network can also provide explicit feedback information to the TCP sources to dynamically adjust their window size when congestion is detected.

To reach an inference and update for data rate and transmission power, each node maintains a local broadcast message pool. The local broadcast message pool includes \( n \) entities (where \( n \) is the number of downstream links of the node). Each entity includes the following fields: (1) ID of sender and ID of receiver, which are used to uniquely identify the link, (2) Sequence No., which is used to judge the freshness of the entity, (3) Message type, which is set as “1” to identify that the information is received from other nodes, (4) Fields to record message \( M_n \). At the beginning, the sender of the link generates an entity of the broadcast message packet for a link. In this entity, the ID of sender, ID of receiver and message \( M_n \) are filled in the corresponding field. When a data packet is received successfully, the ACK packet piggybacking a broadcast message is transmitted. The broadcast message packet contains all the entities in the local broadcast message pool that have been broadcast. When a broadcast message packet is received, each entity is handled as follows: According to ID of sender and ID of receiver, if an entity did not exist earlier, this entity is added in the local broadcast message pool. If an entity already exists, and the newer entity has a larger sequence number, the newer entity is also added in the pool, and the older entity is discarded. If the newer entity has a smaller sequence number, this newer entity is discarded.

E. Packet Routing and Flow Contention

In this subsection, we extend our rate control subalgorithm to handle the route outages by jointly considering the packet routing
at the network layer and the flow contention at the MAC layer.

The routing of data packets is determined by congestion price \( \lambda_i \) and flow distribution over the links they traverse. Intuitively, a node prefers to forward the flow to a neighbor with lower congestion price or on the route with a lower flow rate. Such a scheme guarantees that each flow travels through links in a decreasing order of congestion prices. This indicates that the packet routing is in accordance with the rate control since we can observe from (25) and (28) that the increase of data loss rate \( \psi_i(x_{i,j})(P) \) would lead to the increase of congestion price \( \lambda_i \), and in turn the decrease of flow rate \( \bar{x}_i \). Accordingly, the routing of data packets will inevitably make the adjustment based on the variations of congestion price and flow rate. Therefore, the routing implementation requires a supplementary mechanism which coordinates the necessary message exchange. Node \( i \) needs to collect local measures such as average SINR \( \tau_i \) and message \( M_n \) as well as reports of congestion prices \( \lambda_j \) from its neighbor \( j \) to which it forwards flow \( s \). Moreover, node \( i \) is responsible for calculating its own congestion price by (28), and then providing \( \lambda_i \) to its neighbors from which it receives traffic of flow \( s \).

Remark 3: It is known that the Ad hoc On-Demand Distance Vector (AODV) routing protocol uses the messages of Route Requests (RREQs), Route Replies (RREPs) and Route Errors (RERRs) to discover and maintain routes. As long as the endpoints of a communication connection have valid routes to each other, AODV does not play any role. Therefore, there exists a flow between the source and the destination for the AODV routing protocol as long as the communication links connecting them are valid. Clearly, our proposed RENUM algorithm is effective for the case that AODV keeps the discovered routes.

As for the case when AODV needs to discover a new route, the RENUM algorithm will employ the messages of RREQs, RREPs and RERRs to show that a new route is found or a link break has occurred, and accordingly update the set of links \( L(s) \) connecting source \( s \) and its destination. During discovery, the broken link hinders the data transmission, which in turn causes the increase of congestion price \( \lambda_i \). As a result, source \( s \) will have to choose the set of links with lower congestion prices to transmit data. This adaptive routing shows the proposed hop-by-one source rate subalgorithm can also work well for the case of discovering a new route.

In the meanwhile, both the interflow contention and the intraflow contention at the MAC layer could cause the route outage of data transmission. The interflow contention is referred to as the contention that each multiple flow encounters from other flows which pass by the neighborhood. The intraflow contention is the MAC layer contention for the shared channel among the nodes of the same flow, which are in each other’s interference range. These two types of flow contentions could result in severe collisions and congestion. A good solution to the flow and congestion control problem in ad hoc networks must consider the MAC layer characteristics and respond quickly to the congestion. The essence of addressing the intraflow contention problem is to prevent the first few nodes on the path from injecting more packets than that next nodes can forward. Therefore, in this paper, one way to prevent the intraflow contention is to assign high channel access priority to each node when it only receives a packet, and those packets which have traversed more hops. That is to say, the source node tries to hold the current packets until the preceding packet is transmitted out of its interference range. This mechanism only considers the interference in a single flow. If the next hop of the current receiver is busy or interfered by other transmission, the receiver cannot seize the channel even with the highest priority.

Hence, we introduce the backward-pressure scheduling mechanism to deal with the interflow contention. Its basic idea is to keep nodes from transmitting to their already congested downstream nodes, hence, yield the channel access to the congested nodes to clear congestion as well as to avoid severe medium contention. The mechanism includes a transmission blocking procedure and a transmission resuming procedure. It requires that each node monitors the number of individual flow in the shared outgoing queue. Let \( n_s \) denote the number of packets of flow \( s \). If \( n_s \) reaches a backward-pressure threshold, the transmission of flow \( s \) from its upstream node will be blocked. When the node successfully forwards some packets to its downstream node so that \( n_s \) is less than the backward-pressure threshold, it initiates the transmission resuming procedure to allow the upstream node to transmit packets of flow \( s \). The transmission blocking procedure takes advantage of the RTS/CTS exchange in the IEEE 802.11 MAC protocol to restrict the transmission from the upstream nodes. The transmission resuming procedure adopts the receiver-initiated transmission and uses the three-way handshake CTS/DATA/ACK instead of the normal four-way handshake RTS/CTS/DATA/ACK, because the downstream node already knows the restricted upstream node has packets designated to it.

V. DISPOSING OF POWER ALLOCATION OVERHEAD

In pursuit of the globally optimum solution to the RENUM problem (10)-(13), explicit message passing between links is required for power allocation (33). While broadcast is a viable way to realize such inter-link communication, the ideal scheme is to use some type of indirect measurement to achieve a similar goal.

In this section, we provide an algorithm with the following property: each link’s power-allocation is based on the locally measured interference level caused by other links. No explicit message passing is required. These messages are embedded in a header field within ACK packets that traverse the source’s reverse-path and incur little overhead. The algorithm is referred to as Algorithm B.

A. Link Power Subalgorithm

The following development concentrates on the fact that at the optimum solution, the ingress rate to a link is matched to its capacity (all constraints are active). Considering a particular link \( l \), we can rearrange the constraint in terms of the link transmission power, resulting in the following power update

\[
p_l(t+1) = \frac{p_l(t)}{\varphi_l(x_s, \theta_l)} \varphi_l(x_s, \theta_l), \forall l, \tag{37}
\]

where \( \varphi_l(x_s, \theta_l) = \exp \left( \frac{1}{W} \left( \sum_{x_i \in S(l)} x_s + \frac{E_{s,i}(l)}{\theta_l} \right) \right) - 1 \).

It is observed from (37) that \( \varphi_l \) is a scaled noise measurement, while the term \( \varphi_l(x_s, \theta_l) \) makes use of an estimate of the ingress rate and the link average delay. When both the rate and the link delay are fixed, we can interpret \( \varphi_l(x_s, \theta_l) \) as a SINR-threshold, and convergence of the update follows from [29]. Clearly, the
measurement of noise and SINR can be carried out by the interference level caused by local other links. It is also found that the update rate is a decreasing function of the average delay \( \bar{d}_l \). In other words, the longer the average delay is, the lower the rate of power update becomes. It is also consistent with the power update in practical wireless networks.

B. Source Rate and Delay Subalgorithm

We now obtain a rate allocation under the assumption that link powers are fixed. Plugging (37) into (10) results in the following optimization

\[
\max_{x,\lambda,\mu,\upsilon} \sum_{s \in S} U_s \left( x_s^{H} + 1 \right) - \frac{w_2}{l} \sum_{l \in L} \frac{p_l(P)}{l(P)} \varphi_l(x_s, \vartheta_l) \\
\text{s.t. } x_i^{t+1} = x_i^t + \phi_l(s,i), i = 1, 2, \ldots, H_s, \forall s, \\
P_r \left( \sum_{s \in S(l)} \bar{x}_s^t > c_l(P) \right) \leq \zeta _i^{\max}, \forall l, 
\]

(38)

Remark 4: The above method does not guarantee the optimality of the joint rate and power allocation of the original problem (10) since the optimization with the fixed link powers \( P \) replaces function \( P^*(x) \), which denotes the simultaneous minimum power solution to (37) for a specified \( x \). However, we do not have a closed-form expression for this function.

Similar to (17), by employing some auxiliary variables and logarithmic transformation, the optimization problem (38) can be transformed to the unconstrained optimization

\[
DD(\lambda, \mu, \upsilon) = \max_{\{\bar{x} \in \Lambda, \vartheta, \tilde{\vartheta}, \tilde{\varrho} \}} L_1(\bar{x}, \lambda, \mu, \upsilon) + L_2(\tilde{\varrho}, \lambda, \mu, \upsilon) + L_3(\vartheta, \upsilon) 
\]

(41)

where \( L_1(\bar{x}, \lambda, \mu, \upsilon) \) is the Lagrangian function with respect to source rate \( \bar{x} \) and Lagrangian Multipliers \( \lambda, \mu, \upsilon \); \( L_2(\tilde{\varrho}, \lambda, \mu, \upsilon) \) represents the Lagrangian function with respect to transmission power \( \tilde{\varrho} \) and Lagrangian Multipliers \( \lambda, \mu, \upsilon \); \( L_3(\vartheta, \upsilon) \) denotes the Lagrangian function with respect to transmission delay \( \vartheta \) and Lagrangian Multipliers \( \upsilon \).

For \( \bar{P} \) fixed, we observe that the objective is strictly concave in \( \bar{x} \). We have the subgradient on the data rate \( \bar{x}_s^i \) as follows for \( i = 1, 2, \ldots, H_s, \)

\[
\nabla DD(\bar{x}_s^i) = \lambda_s - \lambda_s^{-1} - \frac{w_1 \exp(\bar{x}_s^i) M_s}{W} 
\]

(42)

where \( M_s = \frac{\tilde{\varrho}}{W} \exp \left( \frac{1}{W} \left( \sum_{s \in S(l)} \exp(\bar{x}_s^i) + \frac{K}{\exp(\vartheta_s^i)} \right) \right) \) and for \( i = H_s + 1 \) the subgradient is the same as that in (24).

Theorem 5: At the \( i \)th link of flow \( s \), the flow rate \( \bar{x}_s^i \) without explicit message passing can be given by

\[
\bar{x}_s^i(t + 1) = \left[ \bar{x}_s^i(t) + \varepsilon \nabla DD(\bar{x}_s^i) \right]_{\lambda_s^i}, i = 1, 2, \ldots, H_s, \]

(43)

where \( \varepsilon \) is a sufficiently small fixed step-size.

Similarly, the objective in (41) is also strictly concave in \( \vartheta_l \) for \( P \) fixed. We can therefore make use of the delay update

\[
\vartheta_l(t + 1) = \left[ \vartheta_l(t) + \varepsilon \nabla DD(\vartheta_l(t)) \right]_+ , \forall l, 
\]

(44)

where \( \varepsilon \) is a sufficiently small fixed step-size and

\[
\nabla DD(\vartheta_l(t)) = \frac{w_1 K M_s}{W \exp(\vartheta_l(t))} 
\]

(45)

Fig. 2. MANET Topology.

The update of \( \lambda_s^i \) and \( \mu_t \) is the same as that in (29) and (35) respectively.

\( M_s \) are messages that are accumulated from each link along the route of a source \( s \). Each of these terms involves a noise measurement that is scaled by the total ingress rate and the delay per-link, a locally measurable quantity. As in Section IV, these terms may be progressively accumulated into an ACK packet header as it traverses from the receiver back to the source.

This source rate update is guaranteed to converge if (43) and (44) can be iterated until convergence for a single source, keeping other sources fixed, and before proceeding to the next source. In practice, we have observed such convergence even when these messages are used for continuous asynchronous updates.

VI. PERFORMANCE EVALUATION

In this section, we evaluate the performance of the proposed RENUM algorithm by numerical results and network-wide simulation.

A. Numerical Results

In this subsection, we implement the proposed RENUM algorithm in MATLAB and provide numerical examples to illustrate the advantages of RENUM over other network utility maximization (NUM) algorithms without link outage/average delay constraints in terms of Kebb, effective rates, link delay and power consumption.

Consider a MANET with \( k \) links, where the links are numbered from 1 to \( k \). The link outage constraint is set to be \( \zeta _i^{\max} = 0.1, l = 1, 2, \ldots, k \). An example network with four sources having fixed routes is shown in Fig. 2. Flows 2 and 3 traverse all the links from link 2 to link 4 and from link 1 to link 5, respectively, and flow 1 is three hops to its destination over links 3 and 4. The receiver of link 1 is interfered by the transmitters of flows 1 and 4. A transmission bandwidth is \( 1MHz \), giving a \( W = 125KHz \) baseband on each link. We let \( m_s = 0.1kbps, M_s = 0.5Mbps, K = 1Mb, G_{lk} = d_{lk}^2, p_{lim}^m = 1mw \) and \( p_{l}^{\max} = 100mw \). We average over 50 trials to obtain a small relative error (within 10% of the average value).

For clearer illustration, we use \( \alpha \)-fairness utility function \( U_s(x_s) = (1 - \alpha)^{-1} x_s^{1-\alpha} \) with \( \alpha = 5 \). We compare the performance of RENUM with JOPRC in [10], both of which propose joint power scheduling and rate control schemes in wireless ad hoc networks. However, the latter employs opportunistic power scheduling and a stochastic subgradient algorithm. Fig. 3(a) and (b) show the comparison of the injection rates and the effective rates on flows 1 and 3 respectively. Clearly, the effective rates received at destinations are smaller than the injection one at transmitters. As shown in Fig. 3(b), both RENUM and JOPRC can converge fast, whereas RENUM yields higher effective rates for flows 1 and 3 than JOPRC does on their destination nodes.
It is seen from Fig. 3(a) that the injection rates for both flows 1 and 3 in RENUM is larger than those in JOPRC while the total power consumption of the two for all flows are almost equivalent, as shown in Fig. 3(c). This is because that RENUM explicitly takes into account the data loss in its objective function, whereas JOPRC is concerned with the injection rates only. The data loss can induce the increase of source rate to maximize the network utility.

Fig. 4(a) compares the convergence of Algorithms A and B proposed in this paper and their power consumption. It is clear that Algorithm B converges much faster than Algorithm A, whereas compared with Algorithm A, Algorithm B is not optimal and it consumes more power to achieve the convergence. It is justified since no explicit message is passed to the transmitters; moreover, it needs more power to measure interference level caused by other links. We now consider the channels with fast fading. Only algorithm B is considered due to its attractive convergence rate and fully-distributed power-updates. At each system period t, each link fading gain $G_{lk}$ is computed with Clarke’s model [30, Ch.5] at a carrier frequency of 2.4 GHz and we use $v = 10km/hr$ to calculate the maximum Doppler frequency for the worst-case situation of node moving in opposite directions. Fig. 4(b) shows the effect of node mobility velocity on the effective rate of flow 3 by Algorithm B. It is clear that as the node mobility velocity increases, the effective rate of flow 3 decreases rapidly. The RENUM with Algorithm B can converge fast in low mobility velocity, whereas the effective rate of flow 3 oscillates severely in high mobility velocity, in this case, it is controlled by a rate-outage target 20%.

Fig. 5(a) and (b) show the effect of maximum rate outage probability on efficient rate and flow delay when RENUM converges to optimum. We can observe from Fig. 5(a) that for a given maximum rate outage probability, the flow effective rate on destination decreases as the number of hops increases. Especially, due to the competition for wireless links among multiple flows, the decrease becomes sharper. We can also find that as the maximum rate outage probability increases, there exits a bound on the effective rate increase. Once crossing this bound, the effective rate begins to decrease. As shown in Fig. 5(b), its effect on flow delay is opposite to that. This is reasonable since at the beginning, the larger rate outage probability means more tolerance on fading-induced congestion and more packets forwarded, which further induces the increase of the effective rate and the decrease of flow delay. However, once the tolerance is beyond a bound, more packets injected into the wireless links will make the congestion more serious. Furthermore, a lot of packets are dropped and flow delay increases as well.

We also compare the performance of RENUM with ENUM proposed in [20]. Fig. 6 depicts the effective rate, power consumption and delay obtained by RENUM and ENUM for flow 3. We can find that both can achieve the similar effective rate, whereas flow 3 by RENUM consumes less transmission power and has smaller average delay in comparison to ENUM. It is justified since ENUM only takes into account the effect of the lossy feature of wireless links on rate control to maximize the network utility, however, does not consider the effect of the lossy feature on transmission power and link delay. Especially, the objective of ENUM is not to minimize the total power consumption and flow delay.

B. Network-Wide Performance

To evaluate the network-wide performance of the proposed RENUM algorithm, we also implement it in NS-2 simulator [31].

To elaborate, the source rate control subalgorithm is implemented in the transport layer while the power allocation subalgorithm is in the physical layer. Unless otherwise stated, the default parameter settings are as follow: the two-ray ground reflection model is used as the radio propagation model, IEEE 802.11 DCF (Distributed Coordination Function) as the MAC protocol, Drop Tail as the interface queue type, Omniantenna as the antenna model and AODV (Ad hoc On-Demand Distance Vector Routing) as the routing protocol. An interface queue at the MAC layer could hold 50 packets before they are sent out to the physical link. Link breakage is detected from MAC layer feedbacks. A routing buffer at the network layer could store up to 64 data packets. This buffer keeps data packets waiting for a route, such as packets for which route discovery has started but no reply arrived yet.

In the simulation, 60 nodes are randomly placed in a 1,000m × 1,000m square area. The source of each TCP flow randomly selects one node as the destination, which is at least m hops away from the source. In our studies, we choose $m = 1, 3, 5$. There are a total of 20 flows with the same CBR/UDP traffic in the network. In these topologies, each node is 200 meters away from its closest neighbors. The transmission range and the interference range are 250m and 550m, respectively. The data transmission rate is 2Mbps. The packets generated are of size 1000 bytes in the simulation. The mobility model used for topology generation is the random waypoint model [32]. We conduct simulation using five different moving speeds, 0, 1, 5, 10 and 20 m/s. The speed of 0 m/s means all nodes are static. The pause time of each node is equal to 0, and therefore each node moves continuously in the network if its maximum speed is greater than 0. All results are averaged over 30 random simulations with 80 seconds simulated time each.
In the simulation, the following several important performance metrics are evaluated.

- **Aggregate end-to-end throughput**: The amount of data delivered to the destinations per second.

- **End-to-end delay**: The accumulative delay in data packet delivery due to buffering of packets, new route discoveries, queuing delay, MAC-layer retransmission, and transmission and propagation delays.

- **Packet delivery ratio**: Percentage of data packets received at the destinations out of the total data packets generated by CBR traffic sources.

- **Fairness index**: The commonly used fairness index for all flows $x_i (1 \leq i \leq n)$, i.e.,

$$f = \frac{\left(\sum_{i=1}^{n} x_i\right)^2}{n \cdot \sum_{i=1}^{n} x_i^2} \tag{46}$$

where $x_i$ denotes the end-to-end throughput of the $i$th flow.

We first verify the performance of RENUM in terms of the aggregate end-to-end throughput and end-to-end delay.

Fig. 7(a) depicts the aggregate end-to-end throughput of RENUM under different number of hops. We observe that, when the number of hops for each flow increases, the aggregated end-to-end throughput of RENUM decreases. This is reasonable because multihop flows with longer paths have to pass more lossy links, thus lose more data packets for the same injection traffic, which results in that the effect rates received at destinations decrease. In addition, we also find that a larger number of hops can induce unstable aggregate end-to-end throughput. The underlying reason is that the flows with longer paths will encounter not only the interflow contention, but also the intraflow contention, which could result in collisions and congestion, and significantly limit the performance of ad hoc networks.

Fig. 7(b) shows end-to-end delay of RENUM with different total injected traffic when the speed of node mobility is 1 m/s. We can observe that the end-to-end delay is low when the network is in light traffic load, then rapidly increases with traffic load and finally trends to be stable in spite of high traffic load. This is because as the traffic load becomes heavy, more flows take part in the contention for shared channels, and the network begins to get congested, which results in the longer round-trip time (RTT) of TCP packets. In the meanwhile, we can see that a large number of hops leads to long end-to-end delay. The reason is that a large number of hops can prolong the time of ACK feedback, data retransmission and new route discovery, and lead to a lot of accumulated packets in the outgoing queue at each node, which can greatly increase the queuing delay.

We now explore the impact of node mobility on packet delivery ratio, throughput and fairness.

Fig. 8(a) specifies data packet delivery ratio with different moving speeds. The purpose of considering mobility is only to illustrate that our RENUM framework can work well in mobile scenarios with an on-demand routing scheme. We have the following observations. First, the data packet delivery ratio of nodes with lower moving speeds is larger than that with higher moving speeds. Second, the larger number of hops, the smaller packet delivery ratio. The reason behind these observations is that...
If nodes move rapidly in the network, the mobility would cause packet losses and make TCP connection unreliable. Moreover, when the path length of TCP flows increases, the probability that TCP packets collide with their ACKs would become larger, and the TCP sender has fewer possibilities to accurately evaluate the channel state of forwarding nodes according to its local information.

Fig. 8(b) indicates fairness index with different speeds of node mobility. We can see that RENUM algorithm achieves comparatively stable fairness among all flows and allocates bandwidth fairly even for the nodes with higher moving speed. Moreover, we also observe that the number of hops becomes the main factor that influences the fairness of resource allocation among flows, i.e., the longer the length of TCP flows is, the worse the fairness among the flows is. This is because that in the RENUM framework, we consider rate fairness constraint, which makes it possible that the flows with poor channel conditions have an opportunity to transmit data, and employ the rate-effective based congestion control mechanism with an explicit congestion notification including the link congestion prices and the channel states.

We now study the effect of variability and unexpected events such as sudden flow changes and cyberattacks on throughput in the random topology.

Fig. 9(a) shows the effect of sudden flow changes on throughput in the random topology. In this simulation, the number of TCP flows is 50 at time 0.0s. At the 40th second, 15 flows are terminated. At the 80th second, additional 10 flows are added. The whole simulation lasts 120s. We can observe that RENUM algorithm is sensitive to these sudden flow changes and rapidly becomes stable after these disturbances. As the flows depart suddenly, the throughput becomes small, and the change is opposite for sudden arrivals. This experiment verifies that RENUM algorithm is much robust for sudden flow changes. The reason behind these observations is that we explicitly take into account the average SINR and take advantage of rate-outage probability to allow the network to experience a limited amount of congestion.

Fig. 9(b) depicts the evolution of aggregate throughput when 10 nodes are attacked at 40th second in the random topology. This simulation aims to verify whether RENUM algorithm can resist and tolerate the cyberattacks, and can hold on the normal performance when the network is attacked. In this simulation, we assume that at the 40th second, the locations of 10 nodes are disclosed and the hacker captures a part of these nodes so that in the network there forms a “black hole” in which nodes cannot neither transmit nor receive, while the attacker controls the rest of these nodes to wirelessly interfere with their neighbors by using a huge amount of power or sending a huge amount of rubbish messages to their neighbors so that in the network traffic jamming occurs and the neighbor nodes are not able to transmit and receive normal data packets. We can observe from Fig. 9(b) that at the 40th second, the aggregate throughput decreases sharply and then oscillates slightly at a low level; After a short time, the throughput gradually increases, then recovers up to the level before the attack and finally becomes stable. The underlying reason is that both connections and communications between nodes in a MANET do not rely on a preexisting infrastructure, and each node is an equally privileged participant in routing by forwarding data for other nodes. Even though some nodes are disabled due to cyberattacks, the sources could rapidly adjust their forwarding nodes and search for new routes to the destinations by cooperation among nodes so as to avoid the degradation of network performance. On the other hand, the fact that data transmissions are decentralized among nodes and the forwarding nodes are hidden among plenty of network components reduces the probability that private information is eavesdropped.

VII. Conclusions

This paper has revisited a cross-layer design problem for MANETs involving rate- and power-allocation. By considering the lossy feature of wireless links and a small degree of toleration for fading-induced congestion, we formulate a RENUM problem with the constraints of flow conservation, rate-outage probability and average delay, whose objective is to maximize the effective rate related network utility while minimizing the total power consumption and average delay of all links. The non-convex RENUM problem is decomposed into three subproblems of the rate control at the transport layer and the power and average delay control at the physical layer. Moreover, we propose three corresponding distributed subalgorithms with explicit message passing. In order to alleviate the explicit message passing, we also develop three distributed subalgorithms having near-optimal performance with a convergence rate order of magnitude faster than previous schemes. Numerical examples illustrate that the proposed RENUM outperforms other NUM such as JOPC and ENUM in terms of convergence, effective rates, link delay and power consumption. Our NS-2-based network-wide simulation has also confirmed the effectiveness of RENUM algorithm and demonstrated that RENUM algorithm can achieve efficient and fair resource allocation even for nodes with high moving speed in ad hoc networks.

As a future work, we will implement and evaluate the proposed RENUM algorithm in a real network testbed/system instead of...
simulations, and further study how to integrate the proposed RENUM framework with TCP-SACK so as to improve the network performance since TCP-SACK allows ACKs to carry information about which packet they are acknowledging.
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