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Fig. 11: RMSDs with 1-day and 20-day Training Sizes
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Training
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Fig. 12: Memory Usage Comparison

days after the model is trained. In contrast, for PLC const,
the user and web page memberships learnt from the training
data cannot remain effective when the gap grows.

According to their requirements, the publishers can de-
cide when the model needs to be re-trained in order to keep
high prediction performance upon updating the users and
webpage information. For example, a publisher may select
0.5 as the bottom line for RMSD at any target scroll depth.
In other words, the model has to be re-trained once RMSD
at any target scroll depth increases to 0.5. In this case, based
on the experimental results we present, PLC const needs to
be re-trained approximately every 10 days, while PLC dyn
does not have to be updated for more than 20 days.

8.9 Performance on Different Training Data Sizes

TABLE 4: Dataset Partitions with Different Sizes

Training Data Testing Data (1d)

07/26/2015 (1d)

07/27/2015
07/17/2015-07/26/2015 (10d)

07/07/2015-07/26/2015 (20d)

Web sites receive new users and publish new web arti-
cles all the time. It is very difficult to draw any inference for
these new users and new webpages due to insufficient in-
formation about them in training data set. This “cold-start”
issue is very prevalent in real-life scenarios. The purpose
of this experiment is to test the effect of different training
data sizes on the PLC models’ performance. Generally, the
smaller the training data, the less information is known
about users and webpages. The dataset is re-partitioned
by fixing the testing dates and varying the time period of
the training data, as shown in Table 4. Figure 10 shows the
comparison of PLC dyn and PLC const in terms of different

training data sizes. Figure 11 shows the comparison with 1-
day and 20-day at all target scroll depths.

Fig. 10: The Average RMSDs
with Different Training Sizes
across All Target Scroll Depths

PLC dyn has better
RMSD performance with
the increase of the training
data size because large
training data lead to
optimal weight parameters.
However, the improvement
becomes smaller when the
training data size keeps
increasing because the
optimal feature weights
have been obtained. The
fact that the PLC dyn
has better performance
with small training data indicates that it is more suitable
for handling the “cold-start” issue. The performance of
PLC const surprisingly decreases when the training data
size increases from 10-days to 20-days. The reason is that
the user interest and article attractiveness change over time,
which subsequently hurt the prediction performance.

8.10 Memory Usage Comparison
Figure 12 shows the memory usage comparison between
the two models. PLC dyn requires much less memory than
PLC const for both training and testing. The main reason
is that PLC const has to store the memberships of all users
and webpages that occur in the training data, which has
Ns · Nuser and Np · Npage memberships. Ns is the number
of latent user classes, while Np is the number of latent
webpage classes.Nuser is the number of users in the training
data, while Npage is the number of webpages in the training
data. In the experiments, Ns is set to 8 and Np is set to 7.
The magnitudes of Nuser and Npage are 104. On the other
hand, PLC dyn only has to store the parameters in the linear
functions, i.e., α, β, which have |fu| and |fa| numbers,
respectively. As stated in Section 6, |fu| is 7 and |fa| is 5.

9 CONCLUSIONS

To the best of our knowledge, our research is the first to
study the problem of predicting the viewability probability
for a given scroll depth and a user/webpage pair. Solving
this issue can benefit online advertisers to allow them to in-
vest more effectively in advertising and can benefit publish-
ers to increase their revenue. We presented two PLC models,
i.e., PLC with constant memberships and PLC with dynamic
memberships, that can predict the viewability for any given
scroll depth where an ad may be placed. The experimental
results show that both PLC models have substantially better
prediction performance than the comparative systems. The
PLC with dynamic memberships can better adapt to the
shift of user interests and webpage attractiveness and has
less memory consumption.

REFERENCES

[1] I. Lunden, “Internet ad spend to reach $121b in 2014,”
http://techcrunch.com/2014/04/07/internet-ad-spend-to-reach-
121b-in-2014-23-of-537b-total-ad-spend-ad-tech-gives-display-a-
boost-over-search/.



1041-4347 (c) 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TKDE.2017.2705688, IEEE
Transactions on Knowledge and Data Engineering

JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, APRIL 2016 14

[2] Y. Chen and T. W. Yan, “Position-normalized click prediction in
search advertising,” in KDD’12, 2012, pp. 795–803.

[3] W. Zhang, S. Yuan, and J. Wang, “Optimal real-time bidding for
display advertising,” in ACM SIGKDD’14, 2014, pp. 1077–1086.

[4] W. Chen, D. He, T.-Y. Liu, T. Qin, Y. Tao, and L. Wang, “Gener-
alized second price auction with probabilistic broad match,” in
ACM EC’14, 2014, pp. 39–56.

[5] Google, “The importance of being seen,”
http://think.storage.googleapis.com/docs/the-importance-
of-being-seen study.pdf.

[6] M. Mareck, “Is online audience measurement coming of age?”
Research World, vol. 2015, no. 51, pp. 16–19, 2015.

[7] S. Flosi, G. Fulgoni, and A. Vollman, “if an advertisement runs
online and no one sees it, is it still an ad?” Journal of Advertising
Research, 2013.

[8] H. Cheng, E. Manavoglu, Y. Cui, R. Zhang, and J. Mao, “Dynamic
ad layout revenue optimization for display advertising,” in Pro-
ceedings of the Sixth International Workshop on Data Mining for Online
Advertising and Internet Economy, 2012, p. 9.

[9] H. Weinreich, H. Obendorf, E. Herder, and M. Mayer, “Not quite
the average: An empirical study of web use,” ACM TWEB, vol. 2,
no. 1, p. 5, 2008.

[10] F. Manjoo, “You won’t finish this article,” Slate, 2013.
[11] E. Agichtein, E. Brill, and S. Dumais, “Improving web search

ranking by incorporating user behavior information,” in ACM
SIGIR’06, 2006, pp. 19–26.

[12] M. Holub and M. Bielikova, “Estimation of user interest in visited
web page,” in WWW’10, 2010, pp. 1111–1112.

[13] C.-J. Wang and H.-H. Chen, “Learning user behaviors for adver-
tisements click prediction,” in ACM SIGIR’11 Workshop on Internet
Advertising, 2011, pp. 1–6.

[14] O. Chapelle, E. Manavoglu, and R. Rosales, “Simple and scalable
response prediction for display advertising,” ACM TIST, vol. 5,
no. 4, p. 61, 2014.

[15] D. Agarwal, B. Long, J. Traupman, D. Xin, and L. Zhang, “Laser:
a scalable response prediction platform for online advertising,” in
ACM WSDM’14, 2014, pp. 173–182.

[16] C. Li, Y. Lu, Q. Mei, D. Wang, and S. Pandey, “Click-through
prediction for advertising in twitter timeline,” in In Proceedings
of KDD’15. ACM, 2015, pp. 1959–1968.

[17] C. Liu, R. W. White, and S. Dumais, “Understanding web brows-
ing behaviors through weibull analysis of dwell time,” in ACM
SIGIR’10, 2010, pp. 379–386.

[18] X. Yi, L. Hong, E. Zhong, N. N. Liu, and S. Rajan, “Beyond clicks:
dwell time for personalization,” in Recsys’15, 2014, pp. 113–120.

[19] P. Yin, P. Luo, W.-C. Lee, and M. Wang, “Silence is also evidence:
interpreting dwell time for recommendation from psychological
perspective,” in KDD’13. ACM, 2013, pp. 989–997.

[20] F. Ricci, L. Rokach, and B. Shapira, Introduction to recommender
systems handbook. Springer, 2011.

[21] M. Zanker, “A collaborative constraint-based meta-level recom-
mender,” in In Proceedings of RecSys’08. ACM, 2008, pp. 139–146.

[22] J. Sun, S. Wang, B. J. Gao, and J. Ma, “Learning to rank for hybrid
recommendation,” in CIKM’12. ACM, 2012, pp. 2239–2242.

[23] X.-L. Zheng, C.-C. Chen, J.-L. Hung, W. He, F.-X. Hong, and Z. Lin,
“A hybrid trust-based recommender system for online communi-
ties of practice,” IEEE Transactions on Learning Technologies, vol. 8,
no. 4, pp. 345–356, 2015.

[24] C. Wang, A. Kalra, C. Borcea, and Y. Chen, “Viewability prediction
for online display ads,” in CIKM’15. ACM, 2015, pp. 413–422.

[25] S. Cetintas, D. Chen, and L. Si, “Forecasting user visits for online
display advertising,” Information retrieval, vol. 16, no. 3, pp. 369–
390, 2013.

[26] S. Cetintas, L. Si, Y. P. Xin, and R. Tzur, “Probabilistic latent class
models for predicting student performance,” in In Proceedings of
CIKM’13. ACM, 2013, pp. 1513–1516.

[27] D.-P. C., “Lifelines,” https://github.com/camdavidsonpilon/lifelines,
2016.

[28] S. Rendle, “Factorization machines with libfm,” ACM Transactions
on Intelligent Systems and Technology (TIST), vol. 3, no. 3, p. 57, 2012.

[29] H. He and E. A. Garcia, “Learning from imbalanced data,” IEEE
TKDE, vol. 21, no. 9, pp. 1263–1284, 2009.

Chong Wang received his Bachelor’s degree
from Nanjing University of Posts and Telecom-
munications, Nanjing, China, in 2010. He is cur-
rently a Ph.D. candidate in the Department of
Information Systems at NJIT. His research inter-
ests include machine learning, text mining and
computational advertising.

Achir Kalra is a doctoral student of Computer
Science at NJIT. He is also a senior vice presi-
dent of revenue operations & strategic partner-
ships at Forbes Media. At Forbes Media LLC,
he is responsible for programmatic sales, yield
management and developing strategic partner-
ships to grow revenues outside Forbes’ tradi-
tional display business. His focus is on grow-
ing revenues and ensuring that Forbes is at the
forefront of a competitive advertising strategy by
continuously innovating and creating new prod-

ucts and strategies.

Li Zhou received his Ph.D. degree from Central
South University, China, in 2012. He is currently
an associate professor in School of Information
Science and Technology at Fujian University of
Technology, China.

Cristian Borcea is an Associate Professor and
the Chair of the Computer Science Department
at NJIT, where he has been since receiving the
Ph.D. from Rutgers in 2004. He also holds a
Visiting Associate Professor appointment at the
National Institute of Informatics in Tokyo, Japan.
His research interests include: mobile computing
& sensing; ad hoc & vehicular networks; and
cloud & distributed systems. He has served as
the program committee co-chair for Mobile Cloud
2016 and Mobilware 2012. He is a member of

ACM and Usenix.

Yi Chen is an associate professor and the Henry
J. Leir Chair in Healthcare in the School of Man-
agement with a joint appointment in the College
of Computing Sciences at New Jersey Institute
of Technology (NJIT). Prior to joining NJIT, she
was an associate professor in Arizona State Uni-
versity. She received her Ph.D. degree in Com-
puter Science from the University of Pennsylva-
nia in 2005 and B.S. from Central South Univer-
sity in 1999. Her research interests span many
aspects of data management. She has served

in the organization and program committees for various conferences,
including SIGMOD, VLDB, ICDE and WWW, served as an associate
editor for DAPD, a guest editor for TKDE and PVLDB, and a general
co-chair for SIGMOD’2012.


