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Fig. 4. Discrete Time Markov Chain illustrating the SU’s operation mode.
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Fig. 5. Simplified version of the SU’s DTMC illustrated in Figure 4.

The probabilities P2St, Pβ,i, Pγ,i and Pα,i are derived
following the simpler version of the SU’s DTMC illustrated
in Fig. 5. Firstly we address the probability P2St. As afore-
mentioned a SU is selected to compete in the second stage
if it competes in the busy mini-slot of the first stage with
probability τ1, and none of the remaining SUs have transmitted
in the x idle mini-slots prior to the busy one. Therefore, the
individual probability of a SU being selected to compete in

the second stage is given by

P2St =

cw1−1∑
x=0

τ1(1− τ1)(dnSt1e−1)x, (7)

where dnSt1e indicates the ceiling function that returns the
smallest integer not less than nSt1, and nSt1 represents the
expected number of SUs competing in the first contention
stage and is given by

nSt1 =
n∑
i=1

PSU1,i. (8)

Let us now address the probability Pβ,i. As stated before,
SUs that have competed in the second stage, and so those
that are allowed to transmit during the current transmission
phase, may not be able to do it if the SU Rx’s transmission
phase finishes when a SU is still contending (in Ωx) in the
transmission phase. In an equivalent way, we can say that a
SU will only transmit if the transmission phase of the SU Rx
is longer or at least equal than the transmission phase of the
SU. This fact can be translated into

Pβ,i =

cw2∑
x=1

Pr {CW2B = x|PSU2}Pr
{
TRxTx ≥ TSUTx

}
. (9)

TRxTx is a discrete r.v. expressing the duration of the SU Rx
transmission phase of the second stage, i.e., the amount of
frames spent by the SU Rx from the moment it leaves the
second stage of contention until the next first stage of con-
tention. The sequence of states illustrating the aforementioned
duration is represented in Figure 6.

Figure 6 shows that the number of frames needed to reach
the next idle frame (e.g. from St2Rx to ΩSucc

3 ) follows a
geometric distribution with parameter PI,Rx. Since the sum
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Fig. 6. Sequence of states representing the SU Rx transmission phase of the
second stage.

of l geometric distributions with the same parameter PI,Rx
can be written as a negative binomial distribution [33], the
PMF of the number of frames observed between L + 1 idle
frames, TRxTrans, is given by the PMF of a binomial distribution
as follows

Pr
{
TRxTrans = k|L = l

}
= 0, k < l(

k − 1

k − l

)
PI,Rx

l (1− PI,Rx)
(k−l)

, k ≥ l, (10)

where the PMF of TRxTx is a particular case of (10) when
L = CW2B + 1. The operator

(
n
k

)
represents the binomial

coefficient between n and k.
On the other hand, let TSUTx be a discrete r.v. expressing

the number of frames elapsed between the beginning of the
second stage (in state St2SU) and the SU’s transmission (in
state TxSU). The sequence of states representing the SU’s
transmission phase is detailed in Figure 7.
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Fig. 7. Sequence of states representing the SU’s transmission phase.

In order to derive the PMF of TSUTx we adopted the same
rationale used to derive the PMF of TRxTx . However, unlike
the SU Rx, SUs do not always wait a fixed number of idle
frames to transmit. In the second stage, SUs independently
selected a mini-slot according to a uniform distribution. Then,
in an equivalent way, during the transmission phase each SU
will transmit in the self-assigned idle frame, following the
sequence of busy mini-slots observed during the reservation
phase. However, the sensing heterogeneity may cause SUs to
achieve different sensing outcomes (idle or busy) for the same
frame. Therefore, SUs end up transmitting in an idle frame
uniformly and independently from the other SUs. Depending
on the mini-slot randomly selected to transmit the mini-packet,
the SU follows one of the CW2B sequences of states from
the beginning of the second stage of contention (state St2SU)
until the effective transmission, represented by the state TxSU.
Therefore, and as shown in Appendix B, the PMF of TSUTx is

given by

Pr
{
TSUTx = k|CW2B = x

}
=

1

x

min(k,x)∑
v=1

(
k − 1

v − 1

)
PI,i

v (1− PI,i)(k−v) . (11)

After replacing (10) and (11) in (9), the probability of a SU
being able to transmit since it was competing in the second
stage, Pβ,i, is given by

Pβ,i =

cw2∑
x=1

Pr {CW2B = x|PSU2}×

∞∑
k=1

Pr
{
TRxTrans = k|L = x+ 1

}
×

k−1∑
l=0

Pr
{
TSUTx = l|CW2B = x

}
, (12)

where Pr {CW2B = x}, the PMF of the number of busy mini-
slots in the second stage, and consequently the number of idle
frames reserved for the transmission phase is given by (13),
which is derived in Appendix C. The expected number of SUs
competing in the second stage, nSt2, is given by

nSt2 =

n∑
i=1

PSU2,i. (14)

If a SU transmits in the frame k, in the next frame (k+ 1)
the SU will be able to reach one of the following two states:
the idle state IdleSU or the first stage state St1SU. If the SU
transmits in the last frame of the SU Rx transmission phase,
which occurs with a probability Pγ,i, in the next frame the SU
will restart the cycle from the first stage state, if the medium is
considered idle. Otherwise, if the SU does not transmit in the
last frame of the SU Rx transmission phase, the SU will have
to wait in state IdleSU for the SU Rx to finish the transmission
phase. By following the same rationale adopted to compute
Pβ,i, Pγ,i is given by

Pγ,i =
1

Pβ,i

cw2∑
x=1

Pr {CW2B = x|PSU2}×

∞∑
k=1

Pr
{
TRxTrans = k|L = x+ 1

}
×

Pr
{
TSUTx = k − 1|CW2B = x

}
. (15)

At this moment, only the probability of the transition from
IdleSU to St1SU, Pα,i, is missing in the SU’s DTMC. As stated
in the previous subsection, it is not possible to represent the
transmission of the control packet regarding the first stage of
contention in the SU’s DTMC, and the steady-state probability
of the SU’s Rx first stage fails to represent that event due
to the different probabilities spaces of the SUs and SU Rx.
Therefore, we have decided to represent the probability of
the transition from state IdleSU to St1SU by Pα,i based on
the following rationale: the transition probability defines the
amount of occurrences that a process leaves a state over the
amount of occurrences that it stays in that state. Then, if the
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Pr {CW2B = x} =


1

cw2
dnSt2e

(
cw2

x

) x−1∑
k=0

(−1)k
(
x

k

)
(x− k)

dnSt2e , 1 ≤ x ≤ min(cw2, dnSt2e)

0, otherwise

(13)

number of frames spent by a SU in state IdleSU before reaching
the state St1SU, represented by E

[
TSUIdle

]
, is known, we can

write Pα,i as follows

Pα,i =
1

E
[
TSUIdle

] . (16)

To compute E
[
TSUIdle

]
, we have to consider the transitions

that can bring a SU to state IdleSU, and therefore write the
expected number of frames spent in that state before reaching
St1SU. From Fig. 5 we can see that a SU returns to IdleSU
from:
• St1SU, in the case of not being selected to compete in the

second stage. In this case, the expected number of frames
in state IdleSU before reaching St1SU is given by

E
[
TSUIdle St1

]
=
∞∑
k=1

(
k E

[
TRxSt1

]
− 1
)
×

PI,iPp,i (1− PI,iPp,i)k−1 ; (17)

• St11SU, if it was selected to compete in the second stage
but it lost the opportunity to compete due to heterogenous
spectrum sensing conditions. In this case, the average
number of frames in state IdleSU is

E
[
TSUIdle St11

]
=
∞∑
k=0

(
k E

[
TRxSt1

]
+ E

[
TRxSt2

]
+ 1
)
×

PI,iPp,i (1− PI,iPp,i)k ; (18)

• St2SU, in the case of not being able to transmit. The ex-
pected number of frames in state IdleSU before reaching
the state St1SU for this case is

E
[
TSUIdle St2

]
=
∞∑
k=0

(
k E

[
TRxSt1

]
+ E

[
TRxTx

])
×

PI,iPp,i (1− PI,iPp,i)k ; (19)

• TxSU, if the transmission did not occur in the last frame
of the SU Rx transmission phase of the second stage. The
expected number of frames in state IdleSU is given by

E
[
TSUIdle Tx

]
=

∞∑
k=0

(
k E

[
TRxSt1

]
+ E

[
TRxTx

]
− E [CW2B ]

2

)
×

PI,iPp,i (1− PI,iPp,i)k . (20)

E
[
TRxSt1

]
represents the expected number of frames spent

by the SU Rx to reach state St1Rx from state St1Rx and
is given by (21) showing that the SU Rx can return to
state St1Rx from: (a) directly from St1Rx if there were no
SUs competing in the first stage (with probability 1− PSU1);
(b) through St2Rx if there were no SUs competing in

the second stage (with probability PSU1(1− PSU2)); (c)
and finally by completing the entire transmission cycle
(with probability PSU1PSU2). E

[
TRxSt2

]
follows the same ra-

tionale as E
[
TRxSt1

]
, but in this case it represents the expected

number of frames spent by the SU Rx to reach state St1Rx
from state St2Rx, and is given by (22).

At last, E
[
TRxTx

]
represents the expected duration of the

transmission phase, and is given by

E
[
TRxTx

]
=
∞∑
k=1

k

cw2∑
x=1

Pr {CW2B = x|PSU2}×

Pr
{
TRxTrans = k|L = x+ 1

}
. (23)

We can use (17), (18), (19) and (20) to write E
[
TSUIdle

]
as

follows

E
[
TSUIdle

]
=

E
[
TSUIdle St1

]
PIdle St1 + E

[
TSUIdle St11

]
PIdle St11+

E
[
TSUIdle St2

]
PIdle St2 + E

[
TSUIdle Tx

]
PIdle Tx, (24)

where, for example, PIdle St1 represents the probability that
leads a SU to go from state St1SU to state IdleSU by the
different DTMC trajectories. Finally, the probability of the
transition from state IdleSU to state St1SU, Pα,i, can be
obtained using (24) in (16).

D. Packet Service Time and Throughput

In the next steps we characterize the packet service time
and throughput achieved by the C2RMAC under the hetero-
geneous spectrum sensing assumption. Regarding the packet
service time, and since a saturated network traffic condition
is assumed, the expected packet service time for a SU can be
expressed by

E
[
ThetS

]
=
[
πTxSU

]−1
. (25)

In order to obtain an approximation for the throughput, we
have used some of the steady-state probabilities of the SU Rx
DTMC, as well as the SU average packet service previously
derived. Let us start by deriving the expected duration of a SU
Rx transmission cycle with transmission phase as follows

E
[
TRxCycle

]
=
[
πSt2Rx PSU2

]−1
. (26)

The second step is to approximate the expected number of
SUs that are competing at each transmission phase of each
SU Rx transmission cycle, which is given by

nRxCycle ≈
n∑
i=1

PSU2,i Pβ,i , (27)

where Pβ,i represents the probability of SU i being able to
transmit since it competes in the second stage. nRxCycle is used
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E
[
TRxSt1

]
= (1− PSU1)

∞∑
k=1

k Pr
{
TRxTrans = k|L = 1

}
+ PSU1 (1− PSU2)

∞∑
k=1

k Pr
{
TRxTrans = k|L = 2

}
+

PSU1PSU2

( ∞∑
k=1

k Pr
{
TRxTrans = k|L = 1

}
+
∞∑
k=1

k

cw2∑
x=1

Pr {CW2B = x|PSU2}Pr
{
TRxTrans = k|L = x+ 1

})
(21)

E
[
TRxSt2

]
= (1− PSU2)

∞∑
k=1

k Pr
{
TRxTrans = k|L = 1

}
+ PSU2

( ∞∑
k=1

k

cw2∑
x=1

Pr {CW2B = x|PSU2}Pr
{
TRxTrans = k|L = x+ 1

})
(22)

to approximate the average number of idle frames during the
transmission phase as follows

E [TIdle] ≈ E
[
TRxTx

](
1− 1

E
[
TRxTx

])nRx
Cycle

, (28)

where E
[
TRxTx

]
, the expected duration of the transmission

phase, was previously derived in (23). Finally, the aggregated
normalized throughput of the secondary network can be ap-
proximated by

Shet ≈
(
E
[
TRxTx

]
− E [TIdle]

)
PI,Rx

E
[
TRxCycle

] . (29)

V. MODEL VALIDATION AND PERFORMANCE ANALYSIS

This section validates the accuracy of the analytical model
for the individual transmission probability, packet service time
and throughput achieved by the C2RMAC protocol, derived
in the previous section, under heterogeneous channel sensing
conditions. The performance of the C2RMAC protocol is also
compared with the slotted CR-ALOHA and the CR-CSMA,
under homogeneous channel sensing conditions.

We compare our proposal with slotted CR-ALOHA and
CR-CSMA MAC schemes mainly for two reasons. The first
reason is that both CR MAC protocols present the same
network specifications as the ones presented by the C2RMAC
protocol, i.e. decentralized split-phase schemes designed for
single-channel CRNs. The second reason is that they are two
of the most popular single-radio distributed CR MAC schemes
in the literature, especially when we take into consideration
the small number of CR MAC protocols proposed with the
aforementioned characteristics.

A. Heterogeneous Channel Sensing

This subsection characterizes the performance of C2RMAC
protocol under heterogeneous channel sensing conditions. The
analysis include the individual transmission probability, the
packet service time and the throughput achieved by the sec-
ondary network.

To evaluate the impact of the channel sensing heterogeneity
in the performance of the C2RMAC protocol, we propose
a metric to characterize the level of sensing dissimilarity

achieved by the different SUs at the same instant of time. Let
~PI,i represent a vector with consecutive l channel decisions
achieved by a SU i in a finite period of time. We adopt the
sample Pearson product-moment correlation coefficient [34] to
measure the correlation between the channel decisions of a SU
i and the remaining SU, resulting in the following correlation
matrix

X =


√

x1,12
√

x1,22 · · ·
√

x1,n2√
x2,12

√
x2,22 · · ·

√
x2,n2

...
...

. . .
...√

xn,12
√

xn,22 · · ·
√

xn,n2

 , (30)

where xi,t is the sample Pearson’s correlation coefficient
between SU i and t given by

xi,t =

l∑
k=1

(
~PI,i(k)− E[~PI,i]

)(
~PI,t(k)− E[~PI,t]

)
√√√√ l∑

k=1

(
~PI,i(k)− E[~PI,i]

)2√√√√ l∑
k=1

(
~PI,t(k)− E[~PI,t]

)2 .
(31)

By computing the average of all the elements of the strictly
upper triangular matrix of X, which is denoted by X̄, we obtain
a single value for the mean correlation for each scenario. The
parameter X̄ is used to characterize the level of dissimilarity
of the channel sensing decisions of each scenario, indicating
higher levels of heterogeneity as X̄ approaches 0 and lower
levels of heterogeneity as X̄ approaches 1.

The secondary network is formed by a variable range of
n SUs transmitting to a SU Rx where each SU always has
a packet to transmit. The adopted parameters for the PU’s
transmitting signal and for the energy detector implemented in
the SUs are described in Table I. The energy detector of the
SUs and SU Rx were parameterized with the optimal values
of energy threshold and number of sensing samples (θ and
NS) following the parametrization criterion defined in [35]
and considering SNR of λ = 2dB. In order to protect the
primary network we assume that all the SUs have the same
detection performance with PD = 0.95 and PFA = 0.01.
To compute the infinity series in (12), (15), (17), (18), (19),
(20), (21), (22), (23), we have adopted a finite domain, k ∈
{0, k∗}, and k∗ was chosen to account with 99.99% of the
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probability set of the random variable represented in the series,
i.e. k∗ was chosen to ensure the condition

∑k∗

k=0 Pr{X =
k} > 0.9999 (X represents the random variable adopted in
the infinity series).

TABLE I
PARAMETERS USED IN THE ENERGY DETECTION (µs , σw , µw AND σw

REPRESENT THE MEAN AND VARIANCE OF THE PU’S TRANSMITTED
SIGNAL AND NOISE, RESPECTIVELY).

Sensed band 10 kHz Channel Sampling Period 50 µs
TSU
S + TSU

D 20.0 ms Nmin
S 20

µs 1.58 (2dB) σ2
s 3

µw 1 (0dB) σ2
w 1

The primary network is formed by three pairs of PUs
(transmitter and receiver), creating a scenario with a high
level of sensing heterogeneity, X̄ ≈ 0.154. As a result of the
communications originated by the PU transmitters, the overall
probability of the SU Rx’s channel availability was set to
PI,Rx = 0.7, while the individual SU’s channel availability
was changed from 0.5 to 0.9 in the individual transmission
probability and packet service time analysis, and from 0.1 to
0.9 in the throughput analysis. These idle channel probabilities
were achieved by varying the position of the SUs with respect
to the PUs. Fixed cw1 = 2 and cw2 = 14 values were adopted.

Figure 8 shows the individual steady-state probability of
state TxSU

(
πTxSU

)
and the average packet service time

in heterogeneous spectrum sensing conditions for different
number of SUs. Different curves for different SU’s channel
availability probabilities are also provided. The theoretical
results, represented with solid lines, are compared with simu-
lation results, illustrated with markers, in order to assess the
accuracy of the analytical model. As a general comment we
can observe that the analytical results (solid lines) closely fit
the simulation results. When the number of SUs increase,
the individual transmission probability presented in Figure
8(a), decreases because each SU will have less opportunities
to transmit. Moreover, an inverse behavior occurs when PI,i
increases, because more opportunities of spectrum access will
occur. Regarding the packet service time, illustrated in Figure
8(b), the packet service time increases when the number of
SUs increases, and decreases for small values of PI,i because
SUs will have to wait more time to get an opportunity to
transmit. Once again, the results achieved with the theoretical
model are close to the ones obtained through simulation.

Figure 9 compares the aggregated normalized throughput
achieved by the secondary network in heterogeneous spec-
trum sensing conditions for different SU’s channel availabil-
ity probabilities. We also plot different curves for different
number of SUs. The curves show that the analytical model
closely matches the simulation results when the SU’s channel
availability probability PI,i is lower or equal than the SU Rx
channel availability probability, PI,Rx. When the SU’s channel
availability rate is higher than the SU Rx availability rate,
PI,i > PI,Rx = 0.7, the analytical model becomes slightly
pessimistic/optimistic for smaller/larger network sizes, which
is due to error introduced by the approximation of the number
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Fig. 8. Achieved performance of secondary network in heterogeneous
spectrum sensing conditions and PI,Rx = 0.7: (a) steady-state probability of
state TxSU

(
πTxSU

)
; (b) average packet service time.

of SUs transmitting in each transmission phase, nRxCycle derived
in (27).

B. Performance Comparison

Finally, this section compares the performance of the pro-
posed protocol with other CR MAC protocols. To that end we
have selected two of the most popular contention-based CR
MAC protocols in the literature, both overviewed in Section
II, the slotted CR-ALOHA and the CR-CSMA. These were
selected due to their higher performance when compared to
other distributed protocols [17]. The performance of CR-
ALOHA and CR-CSMA protocols are evaluated and compared
with C2RMAC under homogeneous sensing conditions, to
provide a fairer comparison with the results already published
in the literature. The homogeneous channel sensing condition
may represent the case when centralized or cooperative sensing



0018-9545 (c) 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TVT.2016.2605718, IEEE
Transactions on Vehicular Technology

12

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

P
I,i

A
gg

re
ga

te
d 

N
or

m
al

iz
ed

 T
hr

ou
gh

pu
t -

 S
he

t

 

 

n=10 - theor.
n=10 - sim.
n=20 - theor.
n=20 - sim.
n=30 - theor.
n=30 - sim.
n=40 - theor.
n=40 - sim.
n=50 - theor.
n=50 - sim.

Fig. 9. Aggregated normalized throughput achieved by the secondary network
in heterogeneous spectrum sensing conditions and PI,Rx = 0.7.

is adopted, because all SUs have exactly the same sensing
outcomes about the channel occupancy.

Figure 10 compares the throughput achieved by C2RMAC
with CR-CSMA and slotted CR-ALOHA [17] under homo-
geneous channel sensing conditions. For this simulation the
SU’s frame duration was set to TSUS + TSUD + ϕ = 100
ms, and the backoff windows adopted by the contention-
based protocols were set to a fixed value regardless the
number of competing SUs, as presented in [17]. The results
presented in Figure 10 show that, for any value of spectrum
availability, the C2RMAC protocol is able to use at most
around 80% of the unused spectrum. For example, for a
spectrum availability of PPUOFF = 0.8 the secondary network
achieves a throughput of between 0.62 and 0.70, meaning that
only 20% of the unused spectrum is spend in the sensing and
reservation processes and in collisions. Figure 10 also shows
that the value of throughput keeps monotonically increasing
with POFFPU because, as POFFPU increases, SUs would get more
opportunities to access the channel. Furthermore, we observe
that the number of competing SUs have a small effect on
the aggregated throughput achieved by the secondary network.
Finally, we observe that C2RMAC achieves higher throughput
than slotted CR-ALOHA and CR-CSMA protocols, mainly
due to its design: the reservation stages of C2RMAC are
able to reduce the number of idle frames and frames where
collisions occur. Consequently, C2RMAC exhibits higher ef-
ficiency levels when compared in the same conditions.

Figure 10 also provides additional insights regarding the
efficiency of spectrum utilization. For example, when the chan-
nel is occupied by the PUs 10% of the time (PPUOFF = 0.9),
the channel is vacant 90%, limiting the maximum allowed
throughput of the SUs to 90%. However, as we can see
from Figure 10, for the same value of PU’s inactivity the
C2RMAC protocol is capable to achieve 80% of throughput
when 100 SUs are considered. Consequently, the efficiency
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Fig. 10. SU’s throughput comparison among slotted CR-ALOHA, CR-CSMA
and C2RMAC under homogeneous channel sensing conditions.

of spectrum utilization (computed by the achieved throughput
over the maximum allowed throughput) of the C2RMAC is
approximately 0.88, against the 0.36 and 0.53 obtained by the
slotted CR-ALOHA and the CR-CSMA, respectively, for the
same scenario.

VI. CONCLUSIONS

In this work, we propose the C2RMAC algorithm, a novel
and efficient two-stage MAC protocol for single-radio CRNs.
In the first stage the number of competing SUs is decreased
to reduce the probability of collision, while in the second
stage the selected SUs assign their packet transmissions, thus
reducing the number of idle frames and consequently in-
creasing the spectrum occupancy. Considering heterogeneous
channel sensing, which occurs when different SUs may sense
different levels of channel occupancy, we derived expressions
for the individual channel access probability, packet service
time and aggregate throughput for different number of SUs and
spectrum availability ratios. The proposed analytical model
is based on two independent Discrete Time Markov Chains,
which model the behavior of a transmitting SU and the SU
responsible for the synchronization (SU Rx), and its accuracy
is validated through simulation results.

Finally, because C2RMAC considers a single-channel op-
eration, we highlight that it is particularly suited for decen-
tralized operation in wide-band channels. This fact, jointly
with the low costs due to the assumption of single-radio SUs,
makes this proposal particularly suited for future cognitive
radio networks such as the case of the opportunistic General
Authorised Access scheme [2] currently discussed by the FCC.

APPENDIX A - REGENERATIVE TIME FROM A DTMC’S
STATIONARY DISTRIBUTION

Let {Xn}n≥0, n ∈ N0 be an independent and identi-
cally distributed sequence of random variables in the time-
homogeneous DTMC state space D. Admitting that for any
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initial state d ∈ D the average time between two successive
visits of state d (return time) is finite, and being Td a r.v.
representing the return time of state d, the successive times
of visits to state d, T 0

d = 0, T 1
d , T

2
d , ... occur in the pieces of

trajectory {XTk
d
, XTk+1

d ,...}, k ≥ 0. These pieces of trajectory
are called the regenerative cycles of the chain between visits to
state d, and each random time T kd is denoted as regenerative
time, being the sequence {T kd − T

k−1
d }k≥1 i.i.d. [36, Theo.

7.4].
Lemma 1: Denoting π as the stationary distribution of a

positive recurrent DTMC, for any state d ∈ D, the expected
regeneration time of state d is given by

Ed [Td] = [πd]
−1
. (32)

Proof. The proof follows directly from the proof given in
[36, p. 118] for the Regeneration Form of the Stationary
Distribution.

APPENDIX B - PMF OF THE DURATION OF THE SU
TRANSMISSION’S CONTENTION

The duration of the transmission’s contention of each SU is
expressed by the amout of frames spent by the SU to go from
state St2SU to state TxSU (see Figure 7). Considering TSUTx a
r.v. representing the duration of the transmission’s contention,
we can write the distribution of TSUTx = k when V = v idle
frames are observed during the same period k as follows

Pr
{
TSUTx = k|V = v

}
=

1

CW2B

(
k − 1

v − 1

)
PI,i

v (1− PI,i)(k−v) , (33)

where 1/CW2B represents the probability of transmiting in
one of the CW2B idle frames,

(
k−1
v−1
)

represent the combi-
nation of all the sequences of states that lead the SU to
transmit, excluding the sequences without a final idle frame,
and (1− PI,i)(k−v) represents the probability of observing
k − v busy frames during the transmission’s contention with
duration k.

Since a SU can only observe v = min{k,CW2B} idle
frames during the same transmission’s contention period, we
can write the distribution of TSUTx as follows

Pr
{
TSUTx = k

}
=

1

CW2B

min(k,CW2B)∑
v=1

(
k − 1

v − 1

)
PI,i

v (1− PI,i)(k−v) . (34)

APPENDIX C - PMF OF THE NUMBER OF BUSY MINI-SLOTS
IN THE RESERVATION PHASE

When n SUs are distributed in cw2 mini-slots, without
exclusion, there are cw2

n different ways to distribute the
nodes. Being CW2B a r.v. representing the number of busy
mini-slots, with x ∈ {1, 2, ...,min(n, cw2)}, the number of

possible ways to distribute n SUs leading to x busy mini-slots
is given by [37](

x

0

)
(x− 0)

n −
(
x

1

)
(x− 1)

n
+(

x

2

)
(x− 2)

n − ...+ (−1)x−1
(

x

x− 1

)
(1)n =

x−1∑
k=0

(−1)k
(
x

k

)
(x− k)

n
.

Moreover, the number of different cases where CW2B = x
mini-slots can be found busy in cw2 mini-slots is given by the

combination
(
cw2

x

)
, for x ≤ cw2. Thus, the probability of

finding CW2B = x mini-slots busy is given by (35).
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