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where fR1 = fR3 = fR4 = 0, fR2 = 0.02, fR5 = 0.5, and fR6 = fR7 = 0.1. 
These settings are driven by sensitivity experiments where they 
are not scenario sensitive. A visualization of Eq. (11) is 
presented in Fig. 6. 

 
An example is provided in Fig. 7 to illustrate the distribution 

of w in a scene consisting of a dynamic background and 
camouflaged foreground. Bright regions indicate high learning 
rates; dark regions indicate low learning rates. As indicated in 
graph (g), using the proposed adaptive approach, the dynamic 
background is absorbed and the mask of the camouflaged 
foreground is intact. 
 

 

IV. SEGMENTATION FRAMEWORK 
In this section, we discuss the proposed segmentation 

framework in detail. The structure of the framework is 
presented in Fig. 8. As introduced in the first section, we 
represent each frame using five independent channels (L, u, v, 
Gx, and Gy). Segmentations are performed for each channel in 
parallel. Then, the final merged result is calculated as follows: 
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where the superscript on each segmentation result Csf represents 
the corresponding feature channel. 

 
Post-processing is used for eliminating the “salt and pepper” 

noise. A 5 × 5 median filter is used in our experiments. As an 
optional step, a connected area analysis can be used for 
removing small dots or filling small holes. The detailed 
procedure for the proposed background segmentation algorithm 
is given in Algorithm 1. 

 
Algorithm 1. Background segmentation procedure 
Input: Video sequence V = {It | t = 1, 2, …, nf} 
Initialization: Assign each position (x, y) with a pixel model Mx,y = {Hc | c 

= L, u, v, Gx, and Gy} 
For each frame It = {px,y,t | x = 1, 2, …, wf; y = 1, 2, …, hf} in V 
        If in the learning stage 
               Update Mx,y according to px,y,t = {vc | c = L, u, v, Gx, and Gy} using 

Eq. (1) with w = 1 
        Else in the segmentation stage 
               Calculate the fuzzy interpolation for each vc in px,y,t according to 

Mx,y using Eq. (5) 
               Calculate the threshold for each Hc in Mx,y using Eq. (9) 
               Calculate the classification result Csf for each vc in px,y,t using Eq. 

(7) 
               Refine the segmentation result for each channel using a median 

filter 
               Calculate the merged segmentation result Cmf using Eq. (12) 
               Refine the final result using a median filter and morphological 

operations 
               Calculate the learning rate w for each Hc in Mx,y using Eq. (11) 
               Update each Hc in Mx,y using Eq. (1) 
End For 

 

V. EXPERIMENTS 
In this section, the performance of the proposed method was 

evaluated against more than 20 state-of-the-art methods 
including the most popular and up-to-date methodologies for 
background modeling. 

The proposed algorithm was evaluated with complex outdoor 
environments, particularly those consisting of highly dynamic 
backgrounds and camouflaged foregrounds. Twenty-four 
testing sequences were selected from five different datasets: 
CDnet [21], BMC2012 [22], Fish4Knowledge [23], MAR [24], 
and Wallflower [25]. 

For a fair comparison, in all tests, only one set of parameters 
was permitted. The parameter settings for all approaches were 

 
Fig. 6.  Visualization of the proposed fuzzy controller. 

Fig. 7.  Distribution of w in a scene consisting of both a dynamic background
and camouflaged foreground. (a) Screenshot; (b) Segmentation result for
channel L; (c) Segmentation result for channel u; (d) Segmentation result for
channel v; (e) Segmentation result for channel Gx; (f) Segmentation result for
channel Gy; (g) Final merged result; (h) Distribution of w for channel L; (i) 
Distribution of w for channel u; (j) Distribution of w for channel v; (k) 
Distribution of w for channel Gx; (l) Distribution of w for channel Gy. 

Fig. 8.  Overview of proposed framework: First, the captured image is 
transformed into independent feature channels. Then, for each feature channel, 
segmentation is performed in parallel. Then, the segmentation results from all 
channels are merged to obtain the final result. Finally, for each feature channel, 
pixel models are upgraded according to both segmentation results and merged 
results. 
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identical to those suggested by their authors. 
We first compared the performance of the proposed 

background model with that of 21 recent state-of-the-art 
methods using the CDnet dataset. This dataset offers a variety 
of realistic scenarios covering a wide range of challenges. The 
main advantage of this dataset is that the ground truths for all 
video frames are provided. This permits an objective and 
precise quantitative comparison of the background subtraction 
algorithms. All test sequences were from the dynamic 
background category. 

 
Examples of the classification results are presented in Fig. 9. 

It is clear that the proposed algorithm considerably 
outperformed the others. The margin is particularly large in 
environments consisting of highly dynamic backgrounds and 
camouflaged foregrounds (see the first and last columns). 

Quantitative comparison results are listed in Table II. The 
larger the TPR, SPC, PPV, and F1 values and the smaller the 
FPR, FNR, and PWC values, the better the segmentation. The 
best scores are highlighted in bold. It can be observed that the 
performance of the proposed method is considerably superior. 
In comparison with other methods, the proposed method 
obtains top scores in 5 out of 7 metrics. For the SPC and FPR 
scores, the proposed method is only slightly outperformed 
(approximately 0.0001) by two other methods. The F1 score is 
an effective indicator of the overall performance and the F1 
score of the proposed method is considerably greater than that 
of the others. Note that the proposed method surpasses the 
second and third best methods with a 5% to 10% relative 
improvement. Because both the TPR and PPV of the proposed 
method are as high as 0.93, it can be concluded that the 
proposed method performs well in terms of both the true 
positive rate and noise suppression ability. The comparison 
results reconfirm the power of the proposed pixel-modeling 
approach. 

To increase the comprehensiveness of our testing, we also 

compared the proposed background model with several state-
of-the-art methods using other four datasets, namely BMC2012 
[22], Fish4Knowledge [23], MAR [24], and Wallflower [25]. 
The Fish4Knowledge dataset is designed for tests in a complex 
underwater environment. The MAR dataset is designed for 
testing maritime applications. Eighteen extremely challenging 
testing sequences were selected from these datasets. 

 

 

Fig. 9.  Examples of background segmentation results. Pictures in the first row
are screenshots; pictures in the second row are ground truths. The
segmentation results obtained using the proposed method, SuBSENSE [30],
Spectral-360 [31], SOBS [32], and GMM [33] are presented from the third to
the seventh rows, respectively. 

 
TABLE II. COMPARISONS BETWEEN THE PROPOSED METHOD AND 21 STATE-

OF-THE-ART METHODS 
 TPR SPC FPR FNR PWC PPV F1 
Proposed 0.9312 0.9993 0.0007 0.0688 0.1242 0.925 0.9276
FTSG[34] 0.8691 0.9993 0.0007 0.1309 0.1887 0.9129 0.8792
BinWang[35] 0.9177 0.9956 0.0044 0.0823 0.4837 0.799 0.8436
CwisarDH[36] 0.8144 0.9985 0.0015 0.1856 0.327 0.8499 0.8274
SuBSENSE[30] 0.7768 0.9994 0.0006 0.2232 0.4042 0.8915 0.8177
SaliencySubsense 0.7676 0.9994 0.0006 0.2324 0.4106 0.9 0.8157
UBSS 0.7637 0.9972 0.0028 0.2363 0.4848 0.8606 0.7904
Spectral360[31] 0.7819 0.9992 0.0008 0.2181 0.3513 0.8456 0.7766
RMoG[37] 0.7892 0.9978 0.0022 0.2108 0.4238 0.7288 0.7352
KNN[10] 0.8047 0.9937 0.0063 0.1953 0.8059 0.6931 0.6865
AAPSA 0.7083 0.9983 0.0017 0.2917 0.4992 0.7336 0.6706
SC_SOBS[32] 0.8918 0.9836 0.0164 0.1082 1.6899 0.6283 0.6686
SOBS_CF[38] 0.9014 0.982 0.018 0.0986 1.8391 0.5953 0.6519
GMM|S&G [7] 0.8344 0.9896 0.0104 0.1656 1.2083 0.5989 0.633 
GMM|Z [33] 0.8019 0.9903 0.0097 0.1981 1.1725 0.6213 0.6328
CP3-online[39] 0.726 0.9963 0.0037 0.274 0.6613 0.6122 0.6111
KDE[11] 0.8012 0.9856 0.0144 0.1988 1.6393 0.5732 0.5961
MSTBGM[40] 0.7392 0.9905 0.0095 0.2608 1.1365 0.5515 0.5953
EFIC[41] 0.6929 0.9956 0.0044 0.3071 0.9927 0.644 0.5662
GraphCutDiff 0.7693 0.9063 0.0937 0.2307 9.2106 0.5357 0.5391
ED[42] 0.7757 0.9714 0.0286 0.2243 3.0095 0.4487 0.5081
MD[42] 0.1237 0.9988 0.0012 0.8763 1.1753 0.7451 0.1798

 

Fig. 10.  Visual comparisons. Screenshots and segmentation results for each 
considered scenario are illustrated from left to right. Pictures in the first 
column are screenshots; pictures in the second column are ground truths. The 
segmentation results obtained using the proposed method, Vibe [13], SOBS 
[32], and KDE [11] are presented from the third to the sixth columns, 
respectively. 
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For visual comparisons, examples of the segmentation results 
are provided in Fig. 10. It is demonstrated once more that the 
segmentation quality of the proposed method is considerably 
higher than that of the others. Further, benefiting from the 
proposed adaptive mechanism, the proposed algorithm 
performed well in all tests with no parameter tuning. 
Conversely, the other algorithms could not perform as well with 
only one set of parameters. This comparison confirms that the 
proposed algorithm has a wide range of adaptability. 

Quantitative comparison results are listed in Table III. These 
results indicate that the proposed method outperformed the 
others by a considerably large margin. The proposed method 
obtains the best average F1 score of 86.27% among the other 
methods. It surpasses the second best method with a 11% 
relative improvement. 

The scores listed in Tables II and III are the average values 
for each dataset. Detailed scores for each testing sequence are 
listed in Table IV. The standard deviations for all metrics and 
all datasets are presented in Table V. The zero in the last row in 
Table V is attributed to the fact that there was only one selected 
sequence in the Wallflower dataset. It can be seen that the 
standard deviation of the F1 score is controlled at approximately 
0.1, which indicates a balanced performance across all testing 
sequences. 
 

 

 

 

VI. CONCLUSIONS 
In this paper, we proposed a novel pixel-modeling approach 

for dynamic background subtraction using histograms based on 
strong uniform fuzzy partitions. In the proposed method, the 
temporal distribution of pixel values is represented by a 
histogram based on the triangular partition. The threshold for 
background subtraction is set adaptively according to the shape 
of the histogram. To recover the PDF accurately across a wide 
spectrum of environments, we control the learning process 
adaptively using a fuzzy controller under a supervised learning 
framework. 

We evaluated the proposed method under complex outdoor 
environments, particularly with those consisting of highly 
dynamic backgrounds and camouflaged foregrounds. 
Experiments confirm that the proposed method performed well 
in terms of both the true positive rate and noise suppression 
ability and outperformed other state-of-the-art methods by a 
significant margin. Further, benefiting from the proposed 
adaptive mechanism, the proposed algorithm performed well in 
all tests with no parameter tuning. 

APPENDIX 
We provide a method to determine the coefficients used in 

Eq. (9). In detail, we denote the relation between ϕ and T as ϕ 
= F(T). The function F(T) can be calculated as follows: 
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It can be seen that F(T) is a monotonic decreasing function. Let 
σ be a permutation such that Hσ(0) ≤ Hσ(1) ≤ … ≤ Hσ(N). Then, 
given a fixed i, coefficients a, b, and c are constants when Hσ(i) 
≤ T ≤ Hσ(i + 1). Therefore, for a detection rate ϕ, suppose F[Hσ(i+1)] 
≤ ϕ ≤ F[Hσ(i)], the coefficients a, b, and c can be obtained by 
solving the following system of linear equations: 
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