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TABLE 1T
WORKLOAD MIXES FROM SPEC CPU2006
Mix Workloads Mix Workloads Mix Workloads
hiehl mcf, Ibm, midl mcf, Ibm, lowl gobmk, h264ref,
g astar, Gems. gobmk, h264ref ow zeusmp, wrf
high? leslie3d, libquant., mid2 astar, Gems., low2 xalanc.', bwaves,
soplex, omnetpp zeusmp, wrf gee, mile
high3 mcf aSlan, mid3 lejsllle’j“d, hb'qua‘nt., low3 gf)l*’)m]f, ze‘l{smp,
leslie3d, soplex xalanc., bwaves xalanc., gec
highd lbm, Gems., mid4 soplex,' omnetpp, lowd h264ref, w'rt,
libquant., omnetpp gec, mile bwaves, milc
TABLE III

STT-RAM ENERGY VALUES

IMB 4MB
Read (nJ) 0.072 0.081
Write 70.7 pJ/word + 77 pl 76.2 pJ/word + 91 pJ
Leakage Power (mW) 2.28 7.20

every scheme and that the wear-leveling techniques are commonly
adopted.

A. Cache Hierarchy Management Policies

As shown in Fig. 4, the trend of an inclusive cache is approximately
the same as that of noninclusive cache, as mentioned in Section III,
and except for a few benchmarks, the performance of an exclusive
cache is comparable to that of a nonexclusive cache. However, when
many cache blocks are not polluted in the L1 data cache, the exclusive
policy degrades the performance owing to rewrites of a clean cache
block. For example, in xalancbmk, clean write-backs account for
68.9%. This is very high compared to 1.52% of a nonexclusive cache.
The performance of a nonexclusive cache is comparable to that of a
noninclusive cache in a single-core system. Only a few workloads
show a slight hit in performance (less than 5%). In a quad-core
system, the nonexclusive policy outperforms the other policies in
terms of performance because of a reduction in the interferences
among the workloads. In particular, “high” and “mid” mixes have
smaller dead block fills, thereby showing better WSs than “low”
mixes.

The exclusive policy shows 5.6% less and 5.4% higher energy
consumption than the noninclusive policy in single-core and quad-
core systems, respectively; however, workloads having a few WPKIs
(gobmk, wrf, and xalancbmk) show much a larger energy con-
sumption (21%, 52%, and 137%) owing to many write-backs to
the L2 cache irrespective of the dirtiness. In comparison with the
noninclusive policy, the nonexclusive policy reduces the energy
consumption by 22.5% (22.4%) in terms of the geometric mean.
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Comparison of cache hierarchy management policies in single-core (left) and quad-core (right) systems. The noninclusive policy is the baseline.

For some benchmarks with many write-backs for clean cache blocks,
the nonexclusive policy shows a small amount of energy reduction;
however, for benchmarks in which most of the cache blocks are
modified after loading, the nonexclusive policy reduces the energy
consumption by up to 46.3% and 31.5% in single-core and quad-
core systems, respectively. Assuming that the writes show a uniform
distribution or when wear-leveling techniques are adopted, the nonex-
clusive policy shows 1.31-fold longer lifetime in terms of geometric
mean compared with a noninclusive cache. On the other hand, the
exclusive policy has the worst lifetime, showing a 6.5% shorter
lifetime compared with the baseline.

Hereafter, to maximize the energy reduction, we set the nonexclu-
sive policy as the baseline.

B. Sub-Block-Based Scheme

Fig. 5 shows a comparison between two sub-block-based schemes,
PLU and Discard Unused, when a sub-block granularity is a word
(8 bytes). PLU improves the energy consumption by 4.2% (5.2%)
and the lifetime by 5.3% (6.1%) in terms of the geometric mean in a
single-core (quad-core) system. PLU does not affect the performance
because of sequential tag and data accesses, and we thus do not show
its performance result in Fig. 5. Discard Unused shows improvements
in energy consumption and lifetime of 14% (11.8%) and 18.6%
(19.4%), respectively. In comparison with the noninclusive policy,
Discard Unused on top of the nonexclusive policy reduces the L2
cache energy consumption by 33.3% (31.5%) and improves the
lifetime by 56.3% (56.8%); however, the performance degradation is
less than 1% in terms of the geometric mean. Only a few workloads
(astar, Ibm, and omnetpp) show performance degradations of 4.8%
at most because the PHT covers 98% cache misses and the accuracy
in terms of geometric mean is 88%. The differences between the
global miss rates of L2 cache for Discard Unused and the baseline are
typically less than 1%, and we did not observe a significant difference
in terms of the DRAM energy consumption.

Fig. 6 illustrates the sub-block write ratio in terms of eight effective
workloads. Discard Unused has larger portions of partial writes com-
pared to PLU because Discard Unused does not maintain entire sub-
blocks as valid upon a write-back miss or a write-back hit. In “gcc,”
“libquantum,” “milc,” and “soplex,” PLU has hardly any partial
writes, whereas Discard Unused shows more than 20% partial writes.

C. Overhead and Discussion

The sub-block-based scheme adds status bits. The additional stor-
age overheads of Discard Unused is 2.7% (an extra 14 bits per cache
block, 896B in the L1 data cache, and 28 kbytes in the L2 cache). The
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Fig. 5. Comparison of sub-block-based schemes in single-core (left) and quad-core (right) systems. All results are normalized to those of the nonexclusive
policy.
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Fig. 6. Sub-block (word) write ratio comparison of PLU (left) and DISCARD
UNUSED (right).

overhead of the write-back controller and the PHT is calculated using
CACTI [16] and is pessimistically less than 2% of the L1 data cache.

The Discard Unused scheme is sensitive to sub-block granularities.
According to our experiments, the scheme with a quarter-block
granularity is effective (energy reduction of larger than 5%) in only
five among 16 workloads, which is caused by the access units and
patterns. For example, “libquantum” has a stride access pattern at the
word unit and thus the scheme never captures unnecessary sub-blocks.
In certain benchmarks such as “bwaves” and “leslie3d,” which have
high spatial locality, sub-block-based schemes are ineffective. Thus,
to gain a larger improvement, it is better to integrate sub-block-based
schemes with other cache block-based schemes.

In comparison with the SRAM technology, cache hierarchy poli-
cies do not significantly affect the energy consumption of an L2
cache. Using the same hierarchy management policy except for a
nonexclusive policy, the STT-RAM-based L2 cache consumes 20.9%
more energy compared with the SRAM-based L2 cache. Simply
adopting the nonexclusive policy makes the STT-RAM-based cache
comparable to the SRAM-based cache. Compared with an SRAM
cache, The STT-RAM cache using Discard Unused and nonexclusive
policies shows a 14.6% improvement in energy consumption.

V. CONCLUSION

In this brief, we evaluated several cache hierarchy man-
agement policies in the context of SRAM L1 caches and
STT-RAM L2 cache. We found that a nonexclusive policy is the
best with respect to the energy consumption and lifetime because it
eliminates many redundant writes. We also proposed a sub-block-
based management policy because the write energy consumption is
proportional to the amount of written data and some parts of cache
blocks are never used. In comparison with a noninclusive policy,
a combination of the proposed policy with a nonexclusive policy
reduces the L2 cache energy consumption by 33.3% (31.5%) and
improves the lifetime by 56.3% (56.8%) in a single-core (quad-core)
system.
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